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Euyaploticg

H exnévnomn pag didaxtopnhic dtatplfhc eivon wior dradixaota 1 omtola yeetdletan
Yeovia epyoctog xar TOAAEC CUVERYAOIEC. Yy Odpxeior OADY  QUTOV
TWV YPOVWY CLUVERYAOTNXO PE dpxeTOUC avipmToug ol omolot Borincay ue
OLapopeTIN00G TEOTOUE, Var HUEAN VO TOUG EUYAQIOTACE Lol TNV GUVELC(QOEA
Toug.

Apywd G fidehor vo euyoploTAcw Tov emPBAEmovTa Uou, AvamAnewth
Kodnynt| oavoyidtn Kéxxa.  Hrav o dvipwnog mou pe evémveuoe, 1o
OmO  TOL TEOTTUYLAXA YPOVIA, Vo aoyoANU® UE TNV QUOLXY OTOLYELWOOY
cwuatdiov.  Oha autd Tor yedvia ATay EVaC UTOUOVETIXOS Xou €LolpeETOq
odoxaroc. To epyatind Tou mvedua pe wioloe mavta vo Teoomad® xaL Vo
00UAEVL TEQIGCOTERO.

Yny ouvéyeta Yo HUEAX Vo EUYUPLOTACE To UEAN TNG TEIIEAOUS ETLTREOTHG
wou. Tov Kadnynt Kevotavtivo Pouvtd yia 1 ouPuouiéc tou xou yiar Ty
cuvohixr] Tou Borjdelor oe 6,TL xou oY YEEWOTNXE OAo auTd Tar yeovia. Emlong
xa v Enleoupn Kodnyrteia Nixn XaouAldou yua Tic ouufBoulés Tng xou Tig
UTOBEIEELS TNG.

Enfong Yo Hdero va evyopiotiow tov Ap. Kovotaviivo Koucoupt| yu
Vv Borjeld Tou xan eWdWOTERY Yior ToL EpYahelat TOU Uou TapelyE xan Exave TNV
exnovnon authc TS dtateBric euxordtepn. Kadde xan tov Dr. Klaus Rabertz
Tou omotou 1 Bordeta Tav xadoploTind| ewdixdTERA 6TO xouudTL TNE Yewplog. Ou
fela eniong va evyaplotiow tov Enlxovpo Kodnynts Iwdvvn Hanadémouho
Yoo TV TeaxTr| Bordeta Tou pou Tpdogepe xdde popd mou yeetalotav. O Ap.
IIétpoc Krwplonet ftav o dvipwnog o omolog ue evénveuse va aoyoAndo e
v Puonr| and o oyohxd pou yedvia.

Yy ouvéyelo Yo flelor Vo ELYOELOTACL TOV QIAO XAl GUVERYHTN UOU
Euvdyyeio Hopdda yio tnv mponctiny| xan puyoroyixr) utootiplln ol autd o
yeovia. Ernfong Yo dera va euyapiotion ty @idn pou Xogia Kapavéotopa yio
TNV CUUTORACTACT) TNG.

Téhoc Vo A¥eha va euyapOTACL TOUC YOVEIC xou Tol aBEQPLOL UOU UE
Borinoay xat pou cuumaEAcTAINXIY.

111






ITepiAndn

H nopoloa OSwtpr) acyoheltar pe v mewpopotin| emPefainon  tng
olotapaxTixric  KBavtinrc  Xpwpoduvouxic  Omee  Teplypdgetol  amd  TO
Kahepwuévo Ilpdtuno. H diatpif3ry amotehelton and tpeic avahloelc Ue midaxeg
CWUITIOIWY 6TNY TeAn?| xatdotaot). Ta dedopéva cUAEYINXaY ard To Telpoua
MY xotd TV BLdEXELl CUYXPOVOEMY TROTOVIKV-TPOTOVIWY GTOV ETLTAYUVTA
AH".

H npwtn avéiuor petpder tny otadepd woyvenc ahhnhenidpaone, s, and
™V ol SLopopixt| VepY6 Otatour) modxwy.  Ta dedouéva cUAREY Ny
amd CUYXEOUCELS TPoToViwy-TpoToviwy o evépyeta xévipou udlac 7 TeV,
xaL ovVTIOTOLOUV O OAOXANpwuévn gwtewvotnta 5.0 fbt.  H twh g
otadepdc ot udlo tou unoloviou Z, Beélnxe vo eivan o, (Mz) = 0.1185 +
0.0019(exp) ) o0es (theo) %o eivon o€ ULV PE TOV Ty XOOWO PEGO GPO.
Enfone peketiinxe n acupntotx @bon tne otodepde xon gaiveton va elvon o€
oLUPwVia pe Toug YewpenTinolc UTOAOYIGUOUC.

H debtepn avdhuon petpdel v otadepd toyvpnc alinienidpaong, ag, and
TOV AOYO TN eVERYHC OLTOUrG 3 TEog 2 TodxmY cwpatdlwy. To dedouyéva
CUAMEY @Y amd CUYHEOUCELS TEMTOVIWY- TEWTOVIKY OF EVEQYELL XEVTEOU
wélac 7 TeV, xa avtiotoyolv ot ohoxhnpwuévn gwtewvdtta 5.0 fb1. H
T e otadepdc oty pdla tou unoloviou Z, Peédnxe va eivar oy (My) =
0.1148 £ 0.0014(exp.) & 0.0018(PDF') £ 0.0050(theory), ocuyxpivovtog Tnv
netpopatinyy pétpnon xou T VYewpio oty mepoyr, 0.42 < (pri2) < 1.39
TeV. Avuth n uétpnom oamoterel TV meodTN WETENon TNg otodepds toyuphc
oaMnienidpaong oe xhlpoxa mépay twv 0.6 TeV. And auth v avdhuon dev
pdvnxe xopla amdxhor and TNV Yewpla.

H tpltn avdhuon uetpdel tic anocuoyetioelc Twv alilouthaxmy Ywvioy
avéueco otoug 000 Tidouxeg Ye TNV peyahltepn eyxdpota opur. H pétenom
Tpaypatonodnxe oc €Td TEpoyéc ol omoleg opllovtan amd To péyedog
e eyxdpotag opunc Tou Tiduxa UE TNV PEYUADTEPN EYXdPOl OpUY| OE €va
yeyovoe. To dedopéva cUAAEYINHay amd GUYXEOUCELS TEMTOVIWV-TEWTOVIWY
oe evépyewr xévipou updlac 8 TeV, xou avtiotolyolv oce ONOXANEWUEVN
puTevotnTa 19.7 fot. O apoudioxég AmOCUOYETIOEIS TEOXUTTOLY and TNV



HHEPIAHVH vi

eXTOUTY] EMTAEOV TUBEXWY %ot ECOQTOVTOL AT TNV TOTOAOY(O TWY YEYOVOTWY
ue molamiolg Tidaxec. To amoteréopata cuyxpivovion pe mpofiédeg and
™ Stoponctind| KBavtiny|) Xpwuoduvauiny| xal Te0G0UOIOCELS YEYOVOTWY antd
yvevhtopeg Monte Carlo. And tic ouyxploeic gaiveton 6Tl oL yevviTopeg
YEYOVOTOV UE BUO TUPTOVLN GTNY TEAXT XATAGTACT, adLYATOVV VoL TEpLYedpouv
v uétenon.  Kolltepn ouvpgovia emtuyydveton 6tav yernoylomolinxay
Yewpnuxd epyaheior To omolor mapdyouv TOLAdyIoTOV Telor ToETOVIA.  AuTH
T TOEAUTARNOT XATAOELXVOEL TNV avdyxT Yo TNV BeATiwon TV UTONOYIoHGY
TOANATAGDY TUOAHWV.



Abstract

This dissertation studies the experimental verification of the perturbative
Quantum Chromodynamics (pQCD) as it is described within the theoretical
framework of the Standard Model (SM). The dissertation consists of three
analyses with jets in the final state. The data were recorded by the CMS
Experiment at the LHC during proton-proton collisions.

The first analysis measured the strong coupling constant, ay, from the
inclusive jet cross section. The data were collected during proton-proton
collisions at the centre-of-mass energy of 7 TeV, corresponding to an inte-
grated luminosity of 5.0 fb~. The value of strong coupling at the mass of the
7 boson was found to be a,(Mz) = 0.1185 4 0.0019(exp) ) toas (theo) is in
agreement with the world average. The running of the strong coupling was
also studied and is found to be consistent with the predictions of pQCD.

The second analysis measured the strong coupling constant, ay, from
the ratio of the inclusive 3—jet cross section to the inclusive 2—jet cross
section. The data sample was collected during 2011 during proton-proton
collisions at centre-of-mass energy of 7 TeV, corresponding to an integrated
luminosity of 5.0 fb~!. The strong coupling constant at the scale of the
Z boson mass is determined to be ays(MZ) = 0.1148 £ 0.0014(exp.) £
0.0018(PDF') + 0.0050(theory), by comparing the ratio in the range 0.42 <
(pr12) < 1.39 TeV to the predictions of pQCD. This is the first determina-
tion of as(MZ) from measurements at momentum scales beyond 0.6 TeV.
No deviation from the expected behavior is observed.

The third analysis measured the decorrelation of azimuthal angles be-
tween the two jets with the largest transverse momenta and it is presented
for seven regions of leading jet transverse momentum up to 2.2TeV. The data
sample was collected during proton-proton collisions with the CMS exper-
iment at a centre-of-mass energy of 8 TeV corresponding to an integrated
luminosity of 19.7fb=1. The dijet azimuthal decorrelation is caused by the
radiation of additional jets and probes the dynamics of multijet produc-
tion. The results are compared to next-to-leading-order (NLO) predictions
of pQCD, and to simulations using Monte Carlo event generators. Event
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ABSTRACT viii

generators with only two outgoing high transverse momentum partons fail to
describe the measurement while better agreement is achieved when at least
three outgoing partons are complemented through either NLO predictions or
parton showers. This observation emphasizes the need to improve predictions
for multijet production.



>0vom

H ®uowry MNtoyeimdoy Yoyotdlwy elvor 1 emoTAun Tou emdlXEL TV
XTOVONoT TG QUONEC TNV TO GTOLYELOON TNg poper. H Puoudr Xtouyeiwdmy
Youoatidlwy Eextvnoe cav grhocoginy| avalhtnon and toug apyaioug EAAnveg
(Aevnmo, Anudxerto xh) xar Ivdoie (Koavdvta) guiocdgouc. To avdpdrivo
eldog mavta €Qoayve TNV TPOEAEUCT) TOLU XOCUOL xaL TNV oUCTUOY TN UANG.
Hpoxtnd 1 cuVELTPOE TeV Y alwY PLLOCOQKY Elvor UNOEVIXY| OTNV LOVTEQVL
Puoixry oAAd Sev Vo pumopolooue va amoBAEPOUUE TNV CUVELG(PORE TwV G
TEOYY| Yiot oXEPT GTOUC GUYYPOVOUS avIpmTOUC.

Yhuepa 1 Puotnr| MToryelwdmy Mwuatdiwy ebvar uior auoTned SounuEVT
emoTAUN 1) omola expedletan PEOK TNG LoINUATIXG YAWMOOUS Yot UETEATOL Umtd
nepimhoxa netpdpata. O Meydhog ASpovixdc Emtayuvine (LHC) | emitoryuvtig
TewToviwy, o omolog Peloxetan ota I'odho-EABetind olOvopa €yel otdyo oe
Yevixéc ypauuéc tov (Bo ue 2500 ypdvia mowv. O otoyog elvon 1) diebpuvor
NG YVWONG Uag o€ éva uTépTato Podud 6Tou OAeg oL QuUOLxES Bladaoieg Tou
AopPdvouy ypea 0To cUUTAY Vo uropolv vo e€nyndoly ue v hoyixy.

Auth 1 Satpdr) mepLypdpEL TNV €PEUVA TOU EXTIOVAUTNXE YETOULOTOUOVTOG
oedopéva and to melpapa CMS tou LHC. H Suwtpi3y) elvon dounuévn oe e@td
AEPAAULNL, TO TEWTO Elvor oL Uk eloarywy), To Kegdhowo 2 xou 3 meprypdpouy
Tov emtoyuvt LHC xon tov aviyveuty| tou mepdupatoc CMS aviiotorya. To
Kegdhono 4 meprypdger to Kohepwpévo Ilpdtuno divovtag wwitepn Eugoon
otnv KBavtiny) Xpwpoduvouuxr. Xto Kegdhowo 5 meptypdpovial oL TEYVIXES
OVUXATAOHEVHG YEYOVOTWY %ol OLOPUVWONG TNG EVEQYELNS TV CWHUATIOIWY TOoU
yenowomotinxay ot avolvoelg. Téhog ta Kegpdhona 7 xon 8 meprypdpouy Tig
avaavoelg xou to Kegdhawo 9 cuvolilel ta amoteréopata.

O Meydhoc Adpovixde Emtoyuvthc elvon évag emtayuvthAc TemToviwy xou
EyEL OYEDBLIOTEL Yiot GUYXPOVOELC TpwToViwY o€ eVEpYELa xévTpou udlac /s =
14 TeV. O LHC eivou xuxAixdg emtoyuvtrg tontoletnuévog o ToOVEN Ufxoug
26.7 km oto CERN. XYtov LHC hettovpyolv oidgpopa TELRAUAT QUOIXTG
vhnAoy evepyewwy. Ta dedopéva mou yenoylomotfinxay oTiC AVUAUCELS TOU
Teplypdpovton ot auTi TN dtatelBr cLAAEY Xy and To melpapa CMS. ¥to
Kegdhao 3 meprypdpeton avahutixdtepa 1) O1dTaln Tou aviyVeuTy| xou Ta emi
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YTYNOVH X

UEPOUC GTOLYELN TOU.

To CMS eivor €va melpoua YeEVIXOU o0x0TOU TO OTolo  XoTayPAPEL
OLYXEOVGCELC TEWTOVIWY-TpmTOVIWY oL ontoleg Aoufdvouv ywea otov LHC. O
oviyteutric Tou CMS anotehelton amd Toug axdroutoug UTO-oVLYVEUTES: TOV
AVLYVEUTY] TROYLWY TUELTIOU, TO NAEXTEOUAYVITIXO XAUAORIUETEO, TO AdEOVIXO
XOUNOPIUETPO X0 TOUG oLy VeUTEG moviwy.  Ou umo-aviyveutés Bploxovton oe
woryvnTxd medio, 3.8 T, mou mapdyeton amd TO UTEQUYWYILO CwANVOoEWES. O
ueydrog puiudg ouyxpolvoewy otov LHC amontel aviyveutée xan nhextpovixd
UE %ahY| YPOVIXY| BLaELTXY| XatvOTNTOL Xou avToy Y| oty axtvoBorio. Emlong yuo
vo unopel vo avtome€€hdel 0TO AmoUTNTIXG TEOYEUUUO PUOIXAC O OVLYVELTNG
TEETEL VoL vy VwpIlEL 660 To BUYVATOV XUAUTERA TAL AETTOVIAL X0l TOUS TOOXES
cwpatdinv. Enlong n xodr| dioxpited] ovdtntor 0Ty eYyxdpota opur| TV
cwuatdinv xar TNV elkeimovca evépyelo oe éva yeyovog ebvon amapaitnTo
oTouyelo Tou avLyveuTH).

H duowxr Ytouyeimdoy Lwpatdlwy aoyoheltar pe Ty xotavonon Tng
pLone e&nywvTac Tor YeueAdn otolyelor mou Ty anoptiCouv. To mo TAfpeg
YewpnTnd wovtéro mou eEnyel T OTOLYEWODT COUATIOW Xt TIg IAMNAETLOPACELS
Toug ovopdletar Kathepwuévo Ipdtuno (KII). To KII neprypdpel ta owportidior
X0 TG OAANAETUORAOELS TOUG. LUUTEQLAOUPBAVEL TIC NAEXTROUAY VITIXES, LOYVRES
xou aoVevele adniemdpdoeic. H Baputinéc duvdueic dev oupnepthouBdvovTtan
oto miatoto tou KII.

Yougova e 1o KII 1o oputd Xoumav amotehelton omd  @epuiovial,
€CL xoudpxg xon €L AEMTOVIA, Tl omolo (aivovion OTOV  Tivoxo . O
oAAnAETdpdoElC hofdvouy ywea and aviodloyés pmoloviwy. O @opeic
TWV NAEXTEOUAYYNTIXOY OAANAETIORACENY Vol TA POTOVIA, TWV LOYUEWY To
YXAOLOVLYL XL TwV AoVeEVOY Tplo avuouoTixd Yrolovia, 7% you WE. Ou popelc
TWV CANAETOPACENY QaivovTal GTOV Tivoxal . To Mwwohiotind KII tepteyet
emnAéov téooepa Podumtd nedio, Yo @opTiopéva xou dUo oudétepa. Tplo €&’
QUTY, T 000 aPOETIOTA X TO EVal OLBETEPOD, Eyouy ‘amoppogniel’ and To
avuopoTixd unolovia, to evamoueivay etvor to medio Xiyxc.

ivoxag 1: To ototyewndn owpotidia Tou KII.

Yoyotidwe  I'evon  Poptio

Aemtovia epnT -1
Ve Vy Vr 0

Koudpx uct +2
dsb —%

To KII etvar wa Yewpla mediou n omola yenowonoiel v Aoryxpotllovy



YTYNOVH xi

ivoxag 2: Ov gopelc addnienidpaong tou KIIL.

Alnhenidpaon Yoyotidlo  Xmy  Eyetin) Advoun

Loyueh g, Yxhouovie 1 O(1)
Hhextpoporyvntr) 7, @wtévia 1 O(1072%)
Aodevic W, Z +1 O(1077)

OltuTwoY WoTe v meptypdhel Tor mEdior xan TIc ahAnhemdpdoelc Toug. Ot
AoryxpatQiavée umopolv va meptéyouy audaipeto apriud Badudv eheudepiog
opxel vo elvon oueTdBANTEG %dTw ombd TOTXOUG UETaoyNUaTiIonols. Ot
Aoyxpatliavée oty xPBavtin Yewpla medlov hopfdvoviar ooy allouaTinég
eClowoelg, oc ovTdéon PE TNV XAACOWXH UNYAVIXH, HE TOV UOVadIXd
TEPLOPIOUO OTL TEETEL Vo avamapdyouy Ti¢ e€lowoel medlouv.  Mmnopolv va
TohhamiactacToly avdaipeta pe éva Boduwtd mopdyovta 1 vor Toug Tpootelel
€VOg TOPAYOVTOG OPXEL VO AVITURAYOVTOL Ol EELOWOELS TWY TESIWY UETA TNV
eqopuoYT| Twv edlohoewy Fuler — Lagrange.

H rnopoloa bty aoyolelton pe v mewpopotiny| emBefoinon tng
KBavtuhc Xpwpoduvouxic, tou topéa tou KII mou elnyel tic oyupég
anhemdpdoelg. To Kepdhata 6 xon 7 meprypdpouy Tig UETPHOELS TOU EYIVOY
YeNoUWoToLOVTUG Oedoueva Tou Agdnxay and to melpapo CMS mpogpydueva
and oUYXPOUCELS TPWTOVIMV-TEWTOVIDY o€ evépyeta xévtpou udlac /s = 7
TeV xou /s =8 TeV.

H mpdtn pétpnon nou meprypdpeton oe autrhy T Oatelfr ebvon 1 pétenon
e otadepdc oyueric ahAnAeTidpaone oTa Vs = 7 TeV YENOLOTOLOVTOG
midaxec cwuatdiwy. Xe auth v avdhuon uetednxe 1 otodepd toyuenc
OAATAETBpOONG, g OF eVEpyew fom pe Ty udla Tou avuouaTxol uroloviou
Z xou Yehethdnxe n ouumeplpopd Tng otaepdc oe dudpopeg evépyeteg. T
yeyovota cUAREYUNooY xatd TIC ouyXEoUoE TEwToviwy ot x€vipo Udlag
Vs = 7 TeV xoatd 1o 2011 xow avtiotoryoly o8 ONOXANEWUEVY QOTENVGTITA
5.0 fb=t. Ou mldaxec avoxataoxeudotnxay Ye Ty pédodo Particle Flow xou
Y10 TNV CUGCWUATOON TV COUATOIWY yenoylorotinxe o adyopriuog anti—kr
ue oxtiva 0.7. H avdhuorn xoatéypade midaxec Ue eAdyioTn eyxdpoto oput
pr = 114 GeV oe névte neployéc wxdtntag pe thdtoc Ay = 0.5 uéyet |y| < 2.5.
MehethOnxe 1 SumAr Slopopiny| evepyde OLATOUT] CUVIRTACEL TNG EYXAEOLOG
opufic xon TNg oxvTnTag. H Sk Swagopind evepyodg dlatour| oplleton wg:

d20' . 1 Njets (1)
dprdy  €Lins App(2Aly|)

omou € elvon Lo BLOEVwoT AOYw UIXEOV TELROUATIXWY OVETUOXELWY, Lint €lvor




YTYNOVH xii

N ONOXATNPWUEVY POTEWOTNTA ToU Oelyuatog, Njes 0 apiuog TV mddxwY
oto xée Prua, App xou Aly| elvon to mhdtog v Brudtov e eyxdpotog
opunc xau g wxotntag.  H uétpnon oe olyxplon pe unoloylouolg omd
TOV YEVVATORW YEYOVOTWY POWHEG+PYTHIAG GUUTANROUEVOUS UE BLopUmoelg
AOY® NAEXTEUGVEVMY AAANAETLORACEWY QUVETAL OTO YU

13 CMS 5.0 fb™ (7 TeV)

) 10 = T T T T T L | ]
> i —POWHEG+Pythia6 (22*) x EW -]
(M 10" e |y| <0.5 (x 10% -
= L 00.5<|y] <1.0(x 10% -

2 10° F = 1.0<|y|<1.5(x 107 -
~ _ 01.5<|y| <2.0 (x 10? -
3 10" B, v2.0<y| <25 (x 109 .

—

Q—|_ :_G-LQ-.I-O-I-O:.-".'L...‘ =
O 105 o =, .-y, —
B ;E__Q_""...**'O‘.g._&@"‘...“ —:
© 10° r"',_.,_.hgd"g‘-g- *"‘--_,Q'Q"O'-ob""*.- -

- - I-E’.."E"'--g-- -""'- Sloy, “"" =

- ,_...HH -Q-g‘ ] IOIOO l.".h -

10 gt S '."'... Clag, ""u B

-1 il h“*m “a '.'.'.- OQUO '."¥ &

- L] [=] -

10—3 — ""m ﬂﬂ ——

sE oo T == E

10” Fanti-k; R=0.7 ﬁﬁ -

10—7 1 1 1 1 1 I | 1
2x10? 10° 2x10°

Jet P, (GeV)

Yyfuor 1: H uetpnon g OwmAfg Olagopixiic evepyold Olatoung o€
oUYXEIOT| UE UTIOAOYLOUOG ATO TOV YEVVATOPM YEYOVOTwY POWHEGHPYTHIAG
CUUTANPUEVOUS UE BLoplaoElg AdYw NAEXTEUCVEV®Y AAANAETLOEACEWY.

211N GUVEYELL EYVOY UTOAOYLOUOL YPTOULOTIOLOVTIS TO UTOAOYLOTIXG TUXETO
NLOJET++ péoa ond to FASTNLO. Ot unohoyiopol Bocilovtouw otny
Yewpla TNe Olotapox e (BavTnAc  YEWHOBUVOUXTS (KXA) oe oelTEEN
En. Xenowornotinxay diagopetind Parton Distribution Functions (PDF)
(ABM11, CT10, NNPDF2.1, MSTW2008) xat ot unohoytopol €ywoav yia
OLdpopee TIES TS oTaERdS oy Lphc ahhnienidpaonc. Autol ol utoloylouol
€delav OTL 1) OLTAY| BLopopixt| EVERYOS BLUTOUY| TwV TddxwY elvor éva Yéyedog
70 omolo dlopoponoleltal oNUAVTIXG PE TNV aAloyY| TG otadepas a.

Y10 oy 2] QuUvETOL 0 AGYOC TOV TERUHUATIXGY DEBOUEVLY UE TNV Vewpia
yio Sudpopar PDF's. TIépav tou ABM 11 mapotnpeiton 6Tt 1 Yewplo meprypdopet
TOL TELQOPOTIXG BEdOUEVAL.  XTO Oy [3 QolveTal 0 AOYOS TOV TELQUUATIXGY
dedouévev e v Vewplor yio dtdpopes Twée tou ag(My). Topatnpeeiton 6t 1
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T TNS OLMANC SLapoptntic EVERYOUL dlatoprg elvon euaiodntn otny adloyr) Tng
e tou ag(My), ouvende eivon o xatdAnAN eToBANTH yior Ty e&aywyn
¢ otadepdc Loy uphic aAANAeTidpaong antd Tar BEBOUEVAL.
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Yyfua 2: Adyog TEQOUATIXOY UETPAOEOY UE VEWENTIXOVUS UTOAOYLOUOUSG
yenoyonowwvtag téooepa dopopetixd PDFEs yio v neployy |y| < 0.5.

To Sedopéva TEooUaEUOCTIXAY oTNY Yewpla yenouylomoiovtag Ty pédodo
X2 xou e&hyOn n otadepd oyveric ahknhenidpaone, yenotworownviag To CT10—
NLO. To arotéieopa elvon 10 axdrovdo:

ag(My) = 0.1185 + 0.0019 (exp.) + 0.0028 (PDF) 4 0.0004 (NP)009% (scale)
= 0.118515:00%% |

(2)

H enduevn uétpnon n omnola meprypdgeton eniong oto Kegdhawo 6 elvou
1 pé€tenom g otadepds woyupeng aAANAETBRUONG YENOWOTOWWVTAS TOV AGYO
NG EVERYOUS BLATOUNC TELWY TUOAXWY TEOS TNV EVERYO OLoToUY| 600 TOXWY.
O Aoyog Rgy petpriinxe cuVOPTACEL TOU UECOU OPOL TWYV EYXIECLOY OQUMY
TV 000 TEOTOY TOEXWY. LTV avdiuch AeUnxay uvT'édgy niduxee pe pr >
150GeV xau |y| < 2.5. T Ty avoxataoxeus) Twv owuatidimy yenooroidnxe
n pédodog Particle Flow xou yio TV cucowudTtenon ToV cwUATWnV Ot
midaxeg yenowonoinxe o akyodpriuog anti—kr ue axtiva 0.7. H Yewplia
umohoyloTnxe yenoyomoldvtag o utoloyloTxd maxéto NLOJET+4 uéoo
an6é 1o FASTNLO.
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Eyfuo 3: Adyoc TELUUATIXDY UETENOEWY UE UTOAOYLOUOUS YENOUOTOLWVTOG
téooepa dtagopetind PDFs v v mepoyh |y| < 0.5 vy €dpoc Ty tou
as(Mz). Ou Broaxexouéves Ypauuéc Selyvouy Toug UTOAOYIOUOUC Yiol SLdQopeS
Teg tou ag(My) oe Bruata tou 0.001.

Yo oy fuo [ gaiveton n pétenon tou hdyou Rsy cuyxpewouevn e v Yewplo
1 omnola unoroylotnxe Yo ddpopa PDEs. Y10 xdtw pépog twv yeapnudtemy
@afveTon 0 AOYOC TwV BEBOUEVWY ¢ Tpog TNV Yewpla. XTo oyrjuo 5] gaiveTo
1 U€TENoT Tou AOYOU Rzy cUYXEWOUEVT UE TNV Vewpla yior SLdpopec TYES TOU
as(Mz). époy tou ABM11 gaiveton 6Tt 1 Tur Tou Ry elvon evadodntn otny
alhory?) Tou ag(Mz).

Me tnv pédodo x? to dedopéva TpocupuboTIXaY oTIc YempnTinée TUéC.
Xepnowonowwvtag 1o NNPDF2.1 — NNLO n twf tng otadepds toyvenc
oaAMnhenidpaong Begdnxe va etvan:

ay(Mz) = 0.1148 + 0.0014(exp.) £ 0.0018(PDF) 4 0.0050(theory)  (3)

O petproeic g otadepds oyuphic arinienidpaong (siiowon xou (3))
elvon améhuta ouuPotéc Ye Tov mayxdouo uéoo o omolog ebvan, ag(Mz) =
0.1185 £ 0.0006. Ernionc onueicdyvouue 6Tt xan 0TS U0 UETEHOELS XUPLORYOLY
ol YewpnTnéc oaffefordtnTee.
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Yyfuor 5: N0y xplon TELRAUIATIXGY PETENOEWY PE VewpenTixoUs UTOAOYIGUOUS
Yenoulomolnvtog Tecoepa dlpopeTixd PDES yia éva ebpog Tipav tou as(My).
Ou Broxexouéveg yoauues Oetyvouy Toug UTOAOYIOUOUS Yol DLAPORES THIES TOU
as(Mz) oe PrAuata tou 0.001.
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Y10 Kegdhowo 7 meprypdpetan 1) u€tenom twv alluoudioxdy amocUoYETIOUMY
000 TUOEHWY. YE AUTA TNV AVAAUCT| LETENITXE 1) XUVOVIXOTIONUEVT] BLOPOpLXY]
evepyog Olatour Twv 000 TUOAXWY UE TNV HEYUADTEQRY £YXAQOIL OpUn), G
ouvdptnon e aliwovhaxhc Ywviag, Adpije. To dedouéva GUAAEY UMY ard
oLYXEOUGCEIC TEWTOVIKY 070 *EVipo Hdlac, Vs = 8 TeV xw AVTLOTOLY OV
OE OAOXANPWUEVY QuTEvOTNTa 19.7 fot. O UETEHOELS €Youv cuyxpilel
Ue umohoylouolg Beltepng TdENG otny SatapoayTr] Vewpla KXA o ye
mpocouolwoelc Monte Carlo.

H uétpnon mpaypotonoinxe oe e@1d meployés tng opunc Tou xuplopyou
oo pr®®. H yeyohOtepn opur] TOGXWY TOU XUTAYRAPNXE OTU YEYOVOTA
etvon pp = 2.2 TeV. Tt Ty avoxatooxeur| Tov couatidlwy yenoulorotfinxe 1
uedodog Particle Flow xou yio Tnv cuoowudtwoTn oV couotdiwy ot miduxeg
Yenowomotunxe o aryoprduog anti—kr ue oxtivo 0.7.

Yy KXA oe mpot w6€n LO (Leading Order) to 800 moptdvio
oTNV TEAX XaTdoTOOoY ToEdyovion Of €vol eYxdpolo eminedo.  Xe outh
v mepintwon 1 aliwovdon yovio yetald Twv 800 TOIHWY, Adpijes =
Djet1 — Pjet2, OOUTAUL UE . Mrn Swtopotixa gorvoueva 6mwg ebvan oL
OAANAETUORAOELS TOAAUTAGY TUETOVIWY 1| O AdPOVIOHOS BLATURACOLY ENXPES
UtV 10 cuoyetopd. H mopaywyr| duwe evée tpltou midaxo odnyel otov
amocucyeTiodd e aliwovdhoxrc ywviag.  H wixpdtepn epixtrh yovio ue
Tonohoylo TEWHY ALY elvor Agpijer = 27/3. H exmouns tétaptou 1
X0l TEPLOCOTEPWY TUOIXWY 00NYEl 0 YwVieg uxpdtepee, uéypl to undév. H
UETENON QUTH UEAETEEL YEYOVOTA PE TOAAUTAOUG TOUXES WPETEPOVIUSG UOVO
TIC YOViEC XU TIC OpUES TV 000 TEMTWY TUOUXWY. XTO oYU @ pafveTon
T XOVOVIXOTIOUAUEVT] EVEQYOC OlaTtour] cUVUPTACEL ToU Adpijet YI TIC EQTY
nepoyéc pr*.  To dedopéva ouyxplvovton ue VYewpnTtnols UTONOYIoHOUS
Baotouévoug 6o unoroytoTixd taxéto NLOJETH+, mou yenowonoiel to C10-
NLO PDF. ¥to oynua [7] exoviletar o héyog tng uétpnong meog tnv Yewpia
Yenowomoinvtoag mEvte dtapopetind PDF. Yto oyfua [§ gaiveton 1 pétenon
OUYXQPIVOUEVT UE TOl OMOTEAEGUOTO TOU TEOEXLYAY Omd TIC TPEOGOUOLOOELS
Monte Carlo ypnowomnoi®vTog TEVTE BlapopeTX00C YEVVATORES YEYOVOTWY.
210 oy @ exoVI(ETL 0 AOYOC TOV TPOGOUELDCENY TEOC ToL OEOOUEVOL.

Ou unohoytopol devtepng TéEng otny datopay Tixr Yewpla KXA €youv wg
AMOTEAEOUA TNV TORAYWYT) TeEcodpwy Taptoviny. T'a tnv mepoyr) Adpijes >
21/3 o umoloylopde ebivon NLO eved yioo tnv nepoyry Adpijer < 27/3 LO.
O umohoytopol oe NLO meprypdpouv ta dedouéva otny mepoyy Adpijer >
57 /6, ahhd amoxhivouy onpovTixd xdtw and auth ty nepoyt. To B0 yotiBo
mapatneeitar oty LO meployy| émou n Vewplo meplypdpel tor dedoUEva oTNV
neptoY ) Adpijer & 27/3 €V xdTw and ouTh Y EpLoy Y| 1 Vewplo amoxhivel.

Yuyxplvovtag  ta OEOopEvol  UE  OLAPOEOUS  YEVVHTOPES  YEYOVOTMV
mopoatneeitor 6Tt avdueco otoug LO  yevvAtopec o PYTHIAS Oivel tnv
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xohOtepn oupguvia. O yevvitopag POWHEG mapolo mou umoloyilel evepyég
owtopes oe NLO éyer tnv B cupgovia ye to dedopéva omwg or LO
vewnhtopeg. O yewrtopag MADGRAPH Oivel v xoh0tepn cupgovia
XL aUTO EYXELTAL OTO YEYOVOC OTL UTOpel va Tpocouoiwoel uéypl Téocepa
ToETOVIL XS ETtioNg efval GUVOEDEUEVOC UE TOV PYTHIAG Y10l TROCOUOIMGELS
TOETOVIXGY XaTonoviodwy.  H avdhuon gavepdver v avdyxn yio Beiticdon
TWV YEWPENTIXWY UTOAOYLIOUWY TWV YEYOVOTWY UE TOAATAOUG TLOAXES.
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Yyfuo 70 O Aoyog TG xavovIXoTOLNUEYNG EVERY0US BLATOUNS YENOUOTOLWYTOG

mévie Olupopetind PDFs.

Ov Yyooupée TV GPOAUATWY OTA TELQOUATIXG

onueior delyvouv v cuvohxt| afeBoundtnto (otatiotxnh xou cuotnuatixy). O
oBePoudTNTES TV VEWENTIUGDY UTONOYIOUMY QAiVOVTOL WG CHLAOUEVES TEQLOYEC.



YTYNOVYH xx1

19.7 b (8 TeV)

— 108 -
s Pythia6 z2*
g 107 cMs y ]
= [ P L Herwig++ —
3| & B ' |
5| 2 — Pythiag 4C
o | 107 w672t
CpE _——— MadGraph + Pythia6 Z2
s . I~ anti—kT R=0.7 Powheg + Pythia8 CUET ]
5§ 107 max 2 _
o E v pre>1100 GeV (x109) - |
T 4 900<p]”<1100 GeV (x10°) =T
Joll— +  700<p;¥<800 Gev (x10°) e =
~ o 500<p™™<700 GeV (x10°) i e
T m 400<p*'<500 GeV (x10%) e :E':Fﬁ B
10° o 300<p;”ax<400 GeV (x107) .-5;'&';-& =
[ e 200<p!™<300 GeV (x10°) N -

-5 | _ —
10 | | | -

0 U6 3 2 2173 5176 n
A(pDijet(rad)

Lyfua 8: Kavovixonotfuevn evepydg dlatopr] cuvaptioel Tou Adpijer VLot EQTA

TEPLOYES P CUYAPWOUEVY |UE UTOAOYLOUOU OO TOUG YEVVHTOPES, PYTHIAG,
, PYTHIAS, MADGRAPH+PYTHIAG xot POWHEG+PYTHIAS



YTYNOVH

MS

xxil

19.7 o1 (8 TeV)

5 §_ o Pythia6 z2* §_ Exp. uncertainty _é

s E o Herwig++ ﬂOgg E A MadGraph + Pythia6 Z2* 3

~E ¢  Pythia8 4C +K¢*¢§§ E Powheg + Pythia8 CUET e E

1E- E e B

0.5~ P > 1100 GeV . E- P > 1100 GeV . 3

2F o 2 3

3 4o - o 3 E

r ] e E gg:g'o?@ E —A— ALY E
o I :é: + Tty
=| .0 E 3
<o 0.5E= 900 < p™ < 1100 GeV 900 < p™ < 1100 GeV =
S |2 E LT L 1 L L LT N | . . 3
o E =

B E 700 < p™ < 900 GeV 700 < ™ < 900 GeV 3

2 E —— E

A 65 15 %AD*DDDDD Dg_&g 3
12— :g::é;#ogg@gg E ey AT g bt A é

%) o 0.5 E— + E— —E
ElE E s s I s s E s s I s s E
e SE- . 500<p"™<700 Gev E 500 < p"™ < 700 GeV 3

E —o - T 3

15 - oo, 3

E 4 0000030080_0.%&398 E

1= b4 -o-"’Wo-o-"’ﬁ' T A AAAp N AAADD DA BT 4

05 3

E L 1 L L 1 L L E

5 § 400 < p™ < 500 GeV 400 < pT™ < 500 GeV 3

1.5 : ACF_O_ e DC}DDDDD . _E

1' _¢_° 00-0-0-0- T AP AT AN RN At p
F—o—o— E

0.5 —

E L L 1 L L 1 L L E

E 300 < p™™* < 400 GeV 300 < p™* < 400 GeV 3

2 E —— T T 3
e e it

1= {F—o— o §Ss -&-o-oﬁ Ap A7 P S L S S

= =

0.5 3

E. L L 1 L L 1 L L E

5B 200 < p™ <300 Gev JE 200 < pI™ < 300 GeV ]

15 ;— O o ooD 5800 ; E

By ——  goo8—o0,° PO s E —A— TN TN g p b S R g S

Ed— o —— o 000 E e e

05— o 2 3

E . . 1 . . E . L 1 . . E

0 /6 3 w2 2T|)’3 5176 T[O 6 3 w2 2T|13 5176 T

(rad)

D|| t

Yy 9: O AOYOG TV TPOCOUEIWOEWY TEOG To OEDOPEVA CUVOPTACEL TOU

Apijet Yot €QTE TEQLOYES P

max



Contents 1
Contents

1 Introduction . . . . . ... 13
2 The Large Hadron Collider . . . .. ... ... ... ... .. .. .......... 14
3 The Compact Muon Solenoid . . . . ... ... ... .. ... ... ......... 17
3.1 Superconductingmagnet . . . . ... ... Lo L 17

3.2 Inner tracking system . . . . ... ... L L L L Lo 18

3.3 Electromagnetic calorimeter . . . . . ... .. ... ... ... ... ... 20

3.4 Hadron calorimeter . . . .. ... ... .. .. ... .. ... .. ...... 22

3.5 Themuonsystem ... ............................. 23

3.6 The Trigger System . . . . . ... ... ... .. .. L 27

3.7 HLT Triggersystem . . . . . ... .. ... ... ... ... .. ..... 28

4 Theory . . . . . ... 29
4.1 Standard Model . . . .. .. ... ... 29

4.2 Introduction . . .. ... ... 29

4.3 Lagrangian mechanics and Symmetries . . . . .. ... ... ... ... .. 30

4.4 Quantum Chromodynamics . . .. ... ................... 33

4.5 Introduction . . ... ... 33

4.6 Experimental Signatures . . . .. ... ... ... .. ... ... ... 34

4.7 Perturbative QCD . . . . . . . . . . . .. e 36

4.8 Non-Perturbative QCD . . . . . . .. . ... . ... . . ... .. ... 43

49 HEPTools . . . . ... ... . 45

5 Event Selection and Reconstruction . . . ... .. ... ... ... ......... 49
5.1 Reconstruction . . . .. ... ... ... ... L 49

52 Corrections . . . . ... . ... 50

5.3 Missing Transverse Energy . . . . . . .. ... ... ... ... ....... 51

54 Trigger Efficiency . . . . ... .. ... ... .. 51

6  Analysisat/s=7TeV . ... . ... ... ... 53
6.1 The Inclusive Jet Cross Section Measurement . . . . .. ... .. ... .. 53

6.2 The ratio of 3-jet to 2-jet inclusive cross sections (Ra2) . . . . . . . .. ... 92

6.3 Therunningofag. . . . . .. ... ... .. .. 104

7 Analysisat/s =8TeV . . . . . . ... 107
7.1 Introduction . . .. ... ... 107

7.2 The Azimuthal Decorrelations Measurement Overview . . . ... .. .. 107

7.3 Comparison to Monte Carlo generators . . . . . ... ... ......... 122

7.4 Comparison to theoretical predictions . . . ... ... ... ........ 125

7.5 Study of the sensitivity to alphas variations . . . ... .. ... ...... 132

8 Summary . ... 133
A Extrapolation uncertainty . . . .. ... ... ... ... L 139
B Chi-square Parabolas . .. ... ... ... ... ... ... .. .. ... . ... 141
C  Non pertubative corrections for Azimuthal decorrelations . . . . . ... ... .. 150



Figures

Figures

1

NN O 2 WD

0¢}

10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28

29

The integrated luminosity delivered by the LHC and recorded by the CMS
during 2012. . . . . . ...

CERN's accelerator complex. . . . ... .......................
A perspective view of the CMS detector. . . . . ... .. .. ...... .. ...
The superconducting solenoid, an artistic view. . . . ... ... ... ... ...
Section in r — z plane of the tracker system of CMS. . . . ... ... ... ....
Charged particle in magneticfield. . . . . . ... ... ... ..... .. ...

Left: high pr isolated tracks resolution as a function of 7. Right: Combination
of tracker and muon chambers resolution a a functionof pr. . . . . . . ... ..

ECAL coverage in various 77 regions. . . . . . . .. ... .. ... ... ... ..
Schematic of ECAL crystals orientation. . . . . . ... .. ... ..........
Longitudinal view of CMS showing HCAL. . . ... ...............
Measured energy over incident energy of single pions with and without HO. .
Slice of the CMS detector showing the DT chambers. . . . ... ... ... ...
Transverse perspective of the DT cell. . . . ... ... ... .. ..........
CSC coverage at theendcap region. . . . .. ... .................
CSCopanel.. . . . . ...
RPCupperandlowergap. . ... ... ... ... ... ... ... .. .....
Architecture of L1 Trigger. . . . . . . . .. ... . ... . L L
Eightfold Baryons. . . . .. ... ... ... ... .. .. .. ... .. .. ...
Quark quark interaction. . . . . ... ... L Lo
Multijetevent CMS. . . . . . ... ...
Ratiograph. . . . . . ... ... . .
One loop Feynman diagram. . . .. ... .. .. ... ...............
PDFofu,d,s,and g from CT10. . . . . . ... ... ... .. .. .. ........
Feynman diagram of deep inelastic scattering process. . . .. .. ... ... ..
Hadronization. . . . ... ... ... .. ... ... .. ...
Sequential corrections ofjets. . . . . ... ... L L L L oL
Trigger Efficiency. . . . . .. ... ... ...

Missing energy over the sum of the energy from data (black points) and QCD
simulation (shaded area). . . . .. ... .. ... ... .. ... ... ...

Reconstructed jet pr spectrum from five trigger paths. . . . .. ... ... ...

16

24
25

34

39

50
52

54
54



Figures

30

31

32

33

34

35

36

37

38

39

40

41

Migration matrix, mapping the generator-level (true) to detector-level (mea-
sured)jet pr.. . . . L L 55

The unfolded differential inclusive jet cross section as a function of pr in five
|y| bins. Theoretical predictions using POWHEG interfaced to PYTHIA6 shown
in red. Data points with experimental and systematic uncertainties shown in
blackpoints. . . . . . . ... 57

Non pertubative corrections for two |y|, derived using HERWIG++, PYTHIA6
and POWHEG. . . . . . . . ..o 58

Non pertubative corrections for all |y| bins, derived using the envelope of pre-
dictions from HERWIG++, PYTHIA6 and POWHEG. . . . . . . . . . . . ... ... 59

Ratio of the inclusive jet cross section to theory predictions using the ABM11-
NLO PDF set for the five rapidity bins, where the ag(My) value is varied in
the range 0.110-130 in steps of 0.001. The error bars correspond to the total
uncertainty. . . . ... 60

Ratio of the inclusive jet cross section to theory predictions using the CT10-
NLO PDF set for the five rapidity bins, where the ag(Mz) value is varied in
the range 0.112-0.126 in steps of 0.001. The error bars correspond to the total
uncertainty. . . .. ... 61

Ratio of the inclusive jet cross section to theory predictions using the MSTW2008-
NLO PDF set for the five rapidity bins, where the ag(My) value is varied in

the range 0.110-0.130 in steps of 0.001. The error bars correspond to the total
uncertainty. . . .. ... o 62

Ratio of the inclusive jet cross section to theory predictions using the NNPDF2.1-
NLO PDF set for the five rapidity bins, where the ag(My) value is varied in

the range 0.116-0.122 in steps of 0.001. The error bars correspond to the total
uncertainty. . . . ... 63

Ratio of the inclusive jet cross section to theory predictions using the ABM11-
NNLO PDF set for the five rapidity bins, where the as(My) value is varied
in the range 0.104-120 in steps of 0.001. The error bars correspond to the total
uncertainty. . . .. ... 64

Ratio of the inclusive jet cross section to theory predictions using the CT10-
NNLO PDF set for the five rapidity bins, where the ag(Myz) value is varied in
the range 0.110-0.130 in steps of 0.001. The error bars correspond to the total
uncertainty. . . . ... 65

Ratio of the inclusive jet cross section to theory predictions using the MSTW2008-
NNLO PDF set for the five rapidity bins, where the ag(My) value is varied in

the range 0.107-0.127 in steps of 0.001. The error bars correspond to the total
uncertainty. . . .. ... 66

Ratio of the inclusive jet cross section to theory predictions using the NNPDF2.1-
NNLO PDF set for the five rapidity bins, where the ag(Myz) value is varied in

the range 0.106-0.124 in steps of 0.001. The error bars correspond to the total
uncertainty. . . . ... L 67



Figures

42

43

44

45

46

47

48

49

50

51

52

53

Ratio of the inclusive jet cross section to theory predictions using the ABM11-
NLO PDF set for the five rapidity bins, where the ag(My) value is varied in
the range 0.110-130 in steps of 0.001. The error bars correspond to the total
uncertainty. . . .. ... 68

Ratio of the inclusive jet cross section to theory predictions using the CT10-
NLO PDF set for the five rapidity bins, where the ag(My) value is varied in
the range 0.112-0.126 in steps of 0.001. The error bars correspond to the total
uncertainty. . . . ... 69

Ratio of the inclusive jet cross section to theory predictions using the MSTW2008-
NLO PDF set for the five rapidity bins, where the ag(Mz) value is varied in

the range 0.110-0.130 in steps of 0.001. The error bars correspond to the total
uncertainty. . . . ... 70

Ratio of the inclusive jet cross section to theory predictions using the NNPDF2.1-
NLO PDF set for the five rapidity bins, where the ag(My) value is varied in

the range 0.116-0.122 in steps of 0.001. The error bars correspond to the total
uncertainty. . . . ... 71

Ratio of the inclusive jet cross section to theory predictions using the ABM11-
NNLO PDF set for the five rapidity bins, where the as(My) value is varied
in the range 0.104-120 in steps of 0.001. The error bars correspond to the total
uncertainty. . . .. ... 72

Ratio of the inclusive jet cross section to theory predictions using the CT10-
NNLO PDF set for the five rapidity bins, where the ag(Myz) value is varied in
the range 0.110-0.130 in steps of 0.001. The error bars correspond to the total
uncertainty. . . .. ... 73

Ratio of the inclusive jet cross section to theory predictions using the MSTW2008-
NNLO PDF set for the five rapidity bins, where the ag(Myz) value is varied in

the range 0.107-0.127 in steps of 0.001. The error bars correspond to the total
uncertainty. . . . ... 74

Ratio of the inclusive jet cross section to theory predictions using the NNPDF2.1-
NNLO PDF set for the five rapidity bins, where the ag(My) value is varied in

the range 0.106-0.124 in steps of 0.001. The error bars correspond to the total
uncertainty. . . . ... 75

ALL rapidity bins |y| < 2.5. The x> minimization with respect to as(Mz)
using the CT10-NLO PDF set is presented. The experimental uncertainties are
obtained from the as(Myz) values for which x? is increased by 1 with respect
totheminimumvalue. . . . . . . ... . L 78

ALL rapidity bins |y| < 2.5. The x? minimization by varying the scale be-
tween pr/2 and 2pr in six combinations is presented. . . . . . ... ... ... 78

ALL rapidity bins |y| < 2.5. The x?> minimization with respect to as(Myz) us-
ing the CT10-NNLO PDF set is presented. The experimental uncertainties are
obtained from the as(My) values for which x? is increased by 1 with respect
tothe minimumvalue. . .. ... ... ... . ... 79

ALL rapidity bins |y| < 2.5. The x?> minimization by varying the scale be-
tween p1/2 and 2pr in six combinations is presented. . . . . . ... ... ... 79



Figures

54

55

56

57

58
59

60

61

The x? minimization with respect to as(My) using the MSTW2008-NLO PDF
set. The experimental uncertainties are obtained from the as(My) values for
which x? is increased by 1 with respect to the minimum value. Top left: ra-
pidity |y| < 0.5. Top right: rapidity 0.5 < |y| < 1.0. Middle left: rapidity
1.0 < |y| < 1.5. Middle right: rapidity 1.5 < |y| < 2.0. Bottom left: rapidity
2.0 < |y| < 2.5. Bottom right: all rapidity bins |y| <2.5. . ... .........

The x? minimization with respect to as(Mz) using the MSTW2008-NNLO
PDF set. The experimental uncertainties are obtained from the ag(Myz) values
for which x? is increased by 1 with respect to the minimum value. Top left:
rapidity |y| < 0.5. Top right: rapidity 0.5 < |y| < 1.0. Middle left: rapidity
1.0 < |y| < 1.5. Middle right: rapidity 1.5 < |y| < 2.0. Bottom left: rapidity
2.0 < |y| < 2.5. Bottom right: all rapidity bins |y| <25. . ... ... ......

The x? minimization with respect to as(My) using the NNPDF2.1-NLO PDF
set. The experimental uncertainties are obtained from the as(My) values for
which x? is increased by 1 with respect to the minimum value. Top left: ra-
pidity |y| < 0.5. Top right: rapidity 0.5 < |y| < 1.0. Middle left: rapidity
1.0 < |y| < 1.5. Middle right: rapidity 1.5 < |y| < 2.0. Bottom left: rapidity
2.0 < |y| < 2.5. Bottom right: all rapidity bins |y| <25. ... ... ... ....

The x> minimization with respect to as(Mz) using the NNPDF2.1-NNLO
PDF set. The experimental uncertainties are obtained from the ag(Myz) val-
ues for which x? is increased by 1 with respect to the minimum value. Top
left: rapidity |y| < 0.5. Top right: rapidity 0.5 < |y| < 1.0. Middle left: ra-
pidity 1.0 < |y| < 1.5. Middle right: rapidity 1.5 < |y| < 2.0. Bottom left:
rapidity 2.0 < |y| < 2.5. Bottom right: all rapidity bins |y| <2.5. .. ... ...

K-Factors NLO/LO for 2-jets and 3-jets cross section. . . . ... ... ......

Data over NLO theory predictions using the NNPDF2.1 PDF set for anti-kt
radius resolution parameter R = 0.5 and for scenarios with jet p;, > 100 GeV
(top left) and pp > 150 GeV (top right). Same scenarios bellow for anti-kr
radius resolution parameter R = 0.7. On the top of each plot, the ratio Rz,
(solid circles) together with the NLO pQCD theoretical prediction (black line),
the scale uncertainty (red band) and PDF uncertainty (green band). On the
bottom of each plot, the Data/Theory ratio, the scale uncertainty (red dotted
lines) and the PDF uncertainty (green dashed lines) bands. . . . . . . ... ...

Data over NLO theory predictions using the NNPDF2.1 PDF set for scenarios
1 (top left), 2 (top right) and 3 (at the bottom). On the top of each plot, the ratio
Rz, (solid circles) together with the NLO pQCD theoretical prediction (black
line), the scale uncertainty (red band) and PDF uncertainty (green band). On
the bottom of each plot, the Data/Theory ratio, the scale uncertainty (red dot-
ted lines) and the PDF uncertainty (green dashed lines) bands. . . .. ... ..

Data over NLO theory predictions using the NNPDF2.1 PDF set for scenarios
4 (top left), 5 (top right) and 6 (at the bottom). On the top of each plot, the ratio
Rz, (solid circles) together with the NLO pQCD theoretical prediction (black
line), the scale uncertainty (red band) and PDF uncertainty (green band). On
the bottom of each plot, the Data/Theory ratio, the scale uncertainty (red dot-
ted lines) and the PDF uncertainty (green dashed lines) bands. . . . ... ...

93



Figures

62
63

64

65

66

67

68

69

70

71

Scale variations of 3-jets cross sections, 2-jets cross sections and Rzp. . . . . . .

Data over NLO theory predictions using the NNPDF2.1 PDF set for scenarios
1 (top left), 2 (top right) and 3 (at the bottom). On each plot, the ratio Rz,
(solid circles) together with the NLO pQCD theoretical predictions (lines) for
different values of ag(My). The value of a5(Myz) was varied form 0.106-0.124
inbinsof 0.001. . . . . .. ... ..

Data over NLO theory predictions using the NNPDF2.1 PDF set for scenarios
4 (top left), 5 (top right) and 6 (at the bottom). On each plot, the ratio Rz,
(solid circles) together with the NLO pQCD theoretical predictions (lines) for
different values of as(My). The value of as(My) was varied form 0.106-0.124
inbins of 0.001. . . . . . . . . .. e e

For scenario with jet pr > 150 GeV and |y| < 2.5. Data over NLO theory pre-
dictions using the NNPDEF2.1 (top left), the ABM11 (top right), the MSTW2008
(bottom left) and the CT10 (bottom right) PDF sets. On the top of each plot,
the ratio Ray (solid circles) together with the NLO pQCD theoretical predic-
tion (black line), the scale uncertainty (red band) and PDF uncertainty (green
band). On the bottom of each plot, the Data/Theory ratio, the scale uncer-
tainty (red dotted lines) and the PDF uncertainty (green dashed lines) bands. .

For scenario with jet pr > 150 GeV and |y| < 2.5. The theoretical NLO calcu-
lations using the NNPDF2.1 (top left), the ABM11 (top right), the MSTW2008
(bottom left) and the CT10 (bottom right) PDF sets for various values of ag(Mz)
together with the measurement R3,. The ag(Myz) has been varied in the range

100

101

102

0.106-0.124, 0.104-120, 0.107-0.127 and 0.110-0.130 for NNPDF2.1, ABM11, MSTW2008

and CT10 respectively,inbins of 0.001. . . . .. ... ....... ... .....

The strong coupling as(Q) (solid line) and its total uncertainty (band) evolved
from the CMS determination ag(My) = O.1185f8:88§? using a 2-loop solution
to the RGE as a function of the momentum transfer Q = pr. The extractions of
as(Q) in six separate ranges of Q as presented in Table 18 are shown together
with results from the H1[56, 57], ZEUS[58], and DO0[53, 54] experiments at the
HERA and Tevatron colliders. Recent other CMS measurements are displayed
aswell. . .

Distribution of F1/ ) Et for data (black points) and simulated QCD and other
processes with large [p (stacked), for /2 < A¢pjer < 7 (left) and 0 <
A¢pier < 71/2 (right). The main contribution of events with large [ in the
final state is caused by processes like Z/W + jet(s) where Z — v and W — [v.

The differential dijet cross section in A¢pijet for the seven prmax regions, for
various processes without cut at £1/ ) Er. Data over MC ratio (bottom of
eachplot). . . ... ... ... ..

Reweighted Er/ ) Er distributions for data (black points) and various MC
samples(stacked) for 77/2 < A¢pjet < 7t (left) and 0 < A¢pijer < 71/2 (right).

The differential dijet cross section in A¢pjpet (top of each plot) for the seven
PTmax regions, for QCD Monte Carlo without cut at /) Er and QCD -
QCD(Rej.) + Bkg(Acc.). Cross section ratios (bottom of each plot) of [QCD
- QCD(Rej.) + Bkg(Acc.)] over QCD. The Monte Carlo has been reweighted. . .

103

109

110

. 111

112



Figures

72

73
74

75

76

77

78

79

80

81

82

83

The differential dijet cross section in A¢pjet (top of each plot) for the seven
PTmax regions, for QCD Monte Carlo without cut at /) Er and QCD -
QCD(Rej.) + Bkg(Acc.). Cross section ratios (bottom of each plot) of [QCD
-QCD(Rej.) + Bkg(Acc.)Jover QCD. . . . .. ... ... . oo 113

The A¢pijet resolution for each range of prmax used in this analysis. . . . . . . . 115

The normalized differential dijet cross section in A¢pjet (top of each plot) for
the seven p1max regions, for the PYTHIAG6 tune Z2* particle (GEN) level (black
points) and for the Toy MC true level (red points). Ratios between the PYTHIA6
tune Z2* GEN Spectra and the Toy MC true spetra(bottom of each plot). . . . . 116

The responce matrices derived using a Toy MC which utilizes the true dif-
ferential dijet cross sections in A¢pjjet (using GenJets) from PYTHIA6 tune Z2*

The normalized differential dijet cross section in A¢pjjet (top of each plot) for
the seven pmax regions, for data at reconstruction (detector) level (open cir-
cles) and at stable-particle level (solid circles). Ratios between stable-particle
level and reconstruction level (bottom of each plot). Response matrices de-
rived fromaToy MC. . ... ... .. ... . L 118

The systematic uncertainties on the normalized differential dijet cross section
in A¢pijet due to the AbsoluteMPFBias JES source uncertainty. . . . . ... ... 120

The normalised dijet cross section differential in A¢pjjer for seven prmax re-
gions, scaled by multiplicative factors for presentation purposes. The error
bars on the data points include statistical and systematic uncertainties. Over-
laid on the data are predictions from the PYTHIA6, HERWIG++, PYTHIAS, MAD-
GRAPH +PYTHIA6 and POWHEG +PYTHIA8 MC event generators. . . . . . . .. 123

Ratios of PYTHIA6, HERWIG++, PYTHIAS, MADGRAPH +PYTHIA6 and POWHEG
+PYTHIAS predictions to the normalised dijet cross section differential in Adpjjet,

for all prmax regions. The solid band indicates the total experimental uncer-
tainty and the error lines on the MC points represent the statistical uncertain-
tiesof thesimulateddata. . . . . . .. ... ... ... ... ... .. .. ..... 124

The normalised dijet cross section differential in A¢pjjet for seven prmax re-
gions, scaled by multiplicative factors for presentation purposes. The error
bars on the data points include statistical and systematic uncertainties. Over-
laid on the data(points) for A¢pjer > 71/2 are predictions from fixed-order
calculations in pQCD (line) using the CT10 PDF set. PDF, «g, and scale uncer-
tainties are added quadratically to give the total theoretical uncertainty that is
indicated by the hatched regions around the theory lines. . . .. ... ... .. 126

Ratios of the normalised dijet cross sections differential in A¢pjjet to fixed-
order pQCD predictions using various PDF sets for all prmax regions. The
error bars on the data points represent the total experimental uncertainty. The
uncertainties of the theoretical predictions due to the uncertainties of the PDFs,
&g, and scales are shownasbands. . . . . ... ... ... ... ... ... ..., 127

Ratio of the data to theory using the CT10-NLO PDF set for the five pmax bins
starting from %" .................................... 128

k-factors using the CT10-NLO PDF set for the five prmax bins starting from 27” 129



Figures

84

85

86
87
88

89

90

91

92

93

94

Pulls (blue points) for all prmax regions using CT10 for the theoretical calcula-
HONS. . . o e e e e e

The A¢pijet distribution for events with at least 2, 3, 4, 5 and 6 jets with pt >
100 GeV and |y| < 5. The two leading jets, which define A¢pjjer, have |y| < 2.5
with the pr of the leading one to be greater than200GeV. . . . ... ... ...

Sensitivity plots using CT10-NLO PDFset. . . . . ... ... ... .. ......
Ratio of cross sections using different evolutions. . . .. ... ... ... .. ..

x> plots with shifted values. Left: cross sections shifted downwards. Right:
cross sections shifted downwards. Green points are the points calculated with
GRV.

For rapidity |y| < 0.5. On the left it is shown the x> minimization with respect
to ag(Mz) using the CT10-NLO PDF set. The experimental uncertainties are
obtained from the as(Mz) values for which x? is increased by 1 with respect to
the minimum value. At the right it is shown the x?> minimization by varying
the scale between pt/2 and 2pr in six combinations. . . . ... ... ... ...

For rapidity 0.5 < |y| < 1.0. On the left it is shown the x*> minimization with
respect to ag(Myz) using the CT10-NLO PDF set. The experimental uncertain-
ties are obtained from the ag(My) values for which x? is increased by 1 with
respect to the minimum value. At the right it is shown the x> minimization by
varying the scale between pt/2 and 2pr in six combinations. . . ... ... ..

For rapidity 1.0 < |y| < 1.5. On the left it is shown the x?> minimization with
respect to ag(Myz) using the CT10-NLO PDF set. The experimental uncertain-
ties are obtained from the as(My) values for which x? is increased by 1 with
respect to the minimum value. At the right it is shown the x?> minimization by
varying the scale between pr/2 and 2pr in six combinations. . . .. ... ...

For rapidity 1.5 < |y| < 2.0. On the left it is shown the x?> minimization with
respect to ws(Mz) using the CT10-NLO PDF set. The experimental uncertain-
ties are obtained from the as(My) values for which x? is increased by 1 with
respect to the minimum value. At the right it is shown the x* minimization by
varying the scale between pr/2 and 2pr in six combinations. . . ... ... ..

For rapidity 2.0 < |y| < 2.5. On the left it is shown the x*> minimization with
respect to ag(Myz) using the CT10-NLO PDF set. The experimental uncertain-
ties are obtained from the ag(My) values for which x? is increased by 1 with
respect to the minimum value. At the right it is shown the x> minimization by
varying the scale between pr/2 and 2p in six combinations. . . ... ... ..

ALL rapidity bins |y| < 2.5. On the left it is shown the x?> minimization with
respect to ag(Myz) using the CT10-NLO PDF set. The experimental uncertain-
ties are obtained from the as(My) values for which x? is increased by 1 with
respect to the minimum value. At the right it is shown the x> minimization by
varying the scale between pt/2 and 2pr in six combinations. . . ... ... ..

132

140



Figures

95

96

97

98

99

100

101

102

For rapidity |y| < 0.5. On the left it is shown the x> minimization with respect
to wg(Myz) using the CT10-NNLO PDF set. The experimental uncertainties are
obtained from the as (M) values for which x? is increased by 1 with respect to
the minimum value. At the right it is shown the x?> minimization by varying
the scale between pt/2 and 2pr in six combinations. . . . ... ... ... ...

For rapidity 0.5 < |y| < 1.0. On the left it is shown the x*> minimization with
respect to ag(Myz) using the CT10-NNLO PDF set. The experimental uncer-
tainties are obtained from the as(Myz) values for which x? is increased by 1
with respect to the minimum value. At the right it is shown the x? minimiza-
tion by varying the scale between pt/2 and 2pr in six combinations. . . . . . .

For rapidity 1.0 < |y| < 1.5. On the left it is shown the x?> minimization with
respect to ag(Myz) using the CT10-NNLO PDF set. The experimental uncer-
tainties are obtained from the as(Myz) values for which x? is increased by 1
with respect to the minimum value. At the right it is shown the x? minimiza-
tion by varying the scale between pt/2 and 2pr in six combinations. . . . . . .

For rapidity 1.5 < |y| < 2.0. On the left it is shown the x?> minimization with
respect to ag(Myz) using the CT10-NNLO PDF set. The experimental uncer-
tainties are obtained from the as(Myz) values for which x? is increased by 1
with respect to the minimum value. At the right it is shown the x> minimiza-
tion by varying the scale between p1/2 and 2pr in six combinations. . . . . . .

For rapidity 2.0 < |y| < 2.5. On the left it is shown the x*> minimization with
respect to ag(Myz) using the CT10-NNLO PDF set. The experimental uncer-
tainties are obtained from the as(My) values for which x? is increased by 1
with respect to the minimum value. At the right it is shown the x? minimiza-
tion by varying the scale between pr/2 and 2p7 in six combinations. . . . . . .

ALL rapidity bins |y| < 2.5. On the left it is shown the x?> minimization with
respect to ag(My) using the CT10-NNLO PDF set. The experimental uncer-
tainties are obtained from the as(Myz) values for which x? is increased by 1
with respect to the minimum value. At the right it is shown the x? minimiza-
tion by varying the scale between p1/2 and 2pr in six combinations. . . . . . .

The x* minimization with respect to as(My) using the MSTW2008-NLO PDF
set. The experimental uncertainties are obtained from the as(My) values for
which x? is increased by 1 with respect to the minimum value. Top left: ra-
pidity |y| < 0.5. Top right: rapidity 0.5 < |y| < 1.0. Middle left: rapidity
1.0 < |y| < 1.5. Middle right: rapidity 1.5 < |y| < 2.0. Bottom left: rapidity
2.0 < |y| < 2.5. Bottom right: all rapidity bins |y| <2.5. . ... .........

The x> minimization with respect to as(Mz) using the MSTW2008-NNLO
PDF set. The experimental uncertainties are obtained from the ag(Myz) values
for which x? is increased by 1 with respect to the minimum value. Top left:
rapidity |y| < 0.5. Top right: rapidity 0.5 < |y| < 1.0. Middle left: rapidity
1.0 < |y| < 1.5. Middle right: rapidity 1.5 < |y| < 2.0. Bottom left: rapidity
2.0 < |y| < 2.5. Bottom right: all rapidity bins |[y| <25. .. ... ... .. ...

144

144

145

145

145



10

Figures

103

104

105

106

107

108

109

The x? minimization with respect to as(My) using the NNPDF2.1-NLO PDF
set. The experimental uncertainties are obtained from the as(My) values for
which x? is increased by 1 with respect to the minimum value. Top left: ra-
pidity |y| < 0.5. Top right: rapidity 0.5 < |y| < 1.0. Middle left: rapidity
1.0 < |y| < 1.5. Middle right: rapidity 1.5 < |y| < 2.0. Bottom left: rapidity
2.0 < |y| < 2.5. Bottom right: all rapidity bins |y| <2.5. .. ... ... .. ...

The x? minimization with respect to ag(Mz) using the NNPDF2.1-NNLO
PDF set. The experimental uncertainties are obtained from the ag(My) val-
ues for which x? is increased by 1 with respect to the minimum value. Top
left: rapidity |y| < 0.5. Top right: rapidity 0.5 < |y| < 1.0. Middle left: ra-
pidity 1.0 < |y| < 1.5. Middle right: rapidity 1.5 < |y| < 2.0. Bottom left:
rapidity 2.0 < |y| < 2.5. Bottom right: all rapidity bins |y| <2.5. ... ... ..

Non perturbative corrections for the normalised differential dijet cross section
in A¢pijet for all prmax bins using PYTHIAG. . . . . . . ... ... ... ... ...

Non perturbative corrections for the normalised differential dijet cross section
in A¢pijet for all prmax bins using HERWIG++.. . . . . ... ... ... ... ...

Non perturbative corrections for the absolute differential dijet cross section in
A¢pijet for all prmax bins using PYTHIAG. . . . . .. ... ... ... ... ...

Non perturbative corrections for the absolute differential dijet cross section in
A¢pijet for all prmax bins using HERWIG++. . . . . . . ... ... ...

Non perturbative corrections derived using the pt spectrum of the leading
jet (top) and using the the various prmax bins for the absolute differential dijet
cross section in A¢pjjer (bottom). . . . ..o o

154



Tables 11

Tables
1 The integrated luminosity delivered by the LHC and recorded by the CMS. . . . 14
2 Thefundamental particlesof SM. . . . . ... ... ... ... .. ... .. L. 29
3 CarriersofforceinSM. . . . . .. ... . L L L 29
4 Vertices and propagators. . . .. .. ... ... L 37
5  The PDF sets used to compare the data with expectations together with the cor-
responding number of active flavours Ny, the assumed mass Mz of the Z boson,
and the default values of ag(Mz). . . . . . . .. ... . 47
The integrated luminosity for each trigger sample considered in this analysis. . . 53

7  Determination of ag(Mz) in bins of rapidity using the CT10-NLO PDF set. The

last row presents the result of a simultaneous fit in all rapidity bins. . . . .. .. 80
8  Determination of wg(Myz) in bins of rapidity using the CT10-NNLO PDF set. The

last row presents the result of a simultaneous fit in all rapidity bins. . . . .. .. 80
9  Determination of ag(My) in bins of rapidity using the MSTW2008-NLO PDF

set. The last row presents the result of a simultaneous fit in all rapidity bins. . . 84
10  Determination of ag(My) in bins of rapidity using the MSTW2008-NNLO PDF

set. The last row presents the result of a simultaneous fit in all rapidity bins. . . 84
11  Determination of ag(My) in bins of rapidity using the NNPDF2.1-NLO PDF set.

The last row presents the result of a simultaneous fit in all rapidity bins. . . . . . 88
12 Determination of ag(My) in bins of rapidity using the NNPDF NNLO PDF set.

The last row presents the result of a simultaneous fit in all rapidity bins. . . . . . 88

13 Determination of ag(Myz) in bins of rapidity using the NNPDF2.1-NLO PDF set
in combination with perturbative coefficients for Ny = 6. The last row presents
the result of a simultaneous fit in all rapidity bins. . . . . ... ... ... ... .. 89

14 Determination of ag(Myz) in bins of rapidity using the NNPDF NNLO PDF set
in combination with perturbative coefficients for Ny = 6. The last row presents
the result of a simultaneous fit in all rapidity bins. . . . . . ... ... .. ... .. 89

15 Determination of ag(Myz) using the CT10, MSTW2008, and NNPDF2.1 PDF sets
at NLO and NNLO evolution order. The results are obtained by a simultaneous

fittoall rapidity bins. . . . . ... ... oL o 90
16  The six different selection scenarios considered in this analysis. . . ... ... .. 92
17  Determination of ag(Myz) using the CT10, MSTW2008, and NNPDF2.1sets. . . . 99
18 Determination of xg in separate binsofjetpy . . .. .. ... ... ... .. .. .. 104

19  Uncertainty composition for ag(Myz) from the determination of ag(Q) in bins of
DT o e 106

20 Determination of ag in separate bins of jet (pri2). . . . . . .. ... 106

21  Uncertainty composition for ag(Myz) from the determination of a5(Q) in bins of
<pT1,2> e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e 106



12 Tables
22 The integrated luminosity for each trigger sample considered in this analysis. . . 107
23 Summary of the A¢pjjet resolution studies. . . ... ... ... oL 114
24  The scale factors for the jet pr resolution recommented by the Jet-MET. . . . . . . 121
25 The systematic uncertainties due to jet pr resolution for the seven prmax bins. . . 121
26 Uncertainties . . ... ... ... ... ... ... e 139



13

1 Introduction

Particle physics is the science that is aiming to describe nature to its elementary form. Particle
physics started as a philosophical quest of ancient Greek (Leukipus, Democritus etc) and Indian
(Kanada) philosophers. The human mankind has always been wondering about the origin of
the cosmos and the ultimate blocks of matter. Ancient’s philosophers contribution to modern
particle physics is practically zero but we cannot overlook that their ideas gave food for thought
to modern physicists.

Nowadays particle physics is a strict science described by the mathematical language and
probed by complex experiments. The large hadron collider (LHC), a proton-proton collider,
placed at Franco-Swiss borders at the European Laboratory for Particle Physics (CERN) is the
biggest experiment in the history of human mankind. Its ultimate purpose does not differ
from the ancients philosophers, 2500 years ago. The goal is to extend the human mankind’s
knowledge to a supreme level, where all physical processes taking place in our universe are
understood and explained by logic.

This thesis describes the research performed using data from the compact muon solenoid
(CMS) detector which is placed at the LHC collider. The thesis is structured in seven chap-
ters, besides the Introduction. In Chapter 2 and Chapter 3, the LHC and CMS experiments
are briefly described. In Chapter 4 the theoretical framework of particle physics called Stan-
dard Model (SM) is described with emphasis to Quantum Chromodynamics (QCD). Chapter
5 describes the event reconstruction and energy correction techniques used in the analyses.
Chapters 5 and 7 describe the analyses at 7 and 8TeV respectively. Finally Chapter 8 sums up
the results derived from the analyses.
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2 The Large Hadron Collider

The Large Hardon Collider (LHC) is a proton-proton collider designed to probe physics with
centre of mass up to /s = 14TeV. LHC is a two ring hadron accelerator installed in the 26.7km
tunnel at CERN, where Large Electron Positron (LEP) was installed. The primary aim of the
LHC is to search the the nature of electroweak symmetry and the discovery of the Higgs boson,
and to reveal physics beyond the Standard Model (BSM). The LHC has two general purpose
experiments CMS[1] and ATLAS|2] that cross-check each other. There four more experiments;
ALICE[3], LHCb[4], TOTEM]5], and LHCf[6].

The LHC is a promising project for discoveries and high precision measurements not only
because of its high energy but also for the high rate of number of events, N,y.nt, generated in

each collision
Nevent = L‘Tevent (1)

where ¢ is the cross section for the event under study and L the machine’s luminosity. The
luminosity is defined as
1dN
L=—— 2
o dt @)
where the integrated luminosity, is the integral of L over time. The LHC design luminosity is
L = 10**cm?s~1. The machine luminosity is a value that depends only on the beam parameters
and in can be expressed as:

Nznbfrev'}’r
L=t """"F
4re, p* ©)

where Nj, is the number of particles per bunch, n;, the number of bunches per beam, f,., the
revolution frequency, <, the relativistic gamma factor, €, the normalized transverse beam emit-
tance, p* the beta function at the collision point, and F the geometric reduction factor due to
the crossing angle at the interaction point (IP).

The total integrated luminosity delivered by the LHC and the one recorded by the CMS are
summarized in Table 1 and figure 1 show the 2012 data of integrated luminosity versus time.
Table 1: The integrated luminosity delivered by the LHC and recorded by the CMS.
Year \/E(TeV) LrHC (fb_l) Lcums (fb_l )

2010 7 0.442 0.408
2011 7 6.13 5.55
2012 8 23.30 21.79

The acceleration of two counter rotating bunches of protons requires opposite magnetic fields
in each ring. The LHC uses superconducting NbTi Rutherford cables cooled at 1.9K using
super-fluid helium and operate at 8 Tesla. The LHC ring is consisted by 1232 superconducting
dipole magnets that are used to direct the beam and 392 quadrupole magnets that are used to
collimate the beams.

The acceleration of the proton bunches is achieved gradually through a complex of smaller
accelerators. The injection chains starts from a linear accelerator LINAC2 which accelerates
protons at 50MeV and subsequently injects them to proton synchrotron booster (PSB). PSB
increases the protons energy to 1.4GeV and injects them into Proton Synchrotron (PS) which
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CMS Integrated Luminosity, pp, 2012, Vs = 8 TeV
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Figure 1: The integrated luminosity delivered by the LHC and recorded by the CMS during
2012.

accelerates protons up to 25GeV. PS then injects protons to Super Proton Synchroton (SPS)
which finally increase protons energy to 450 GeV before injecting them to LHC. The complex
of the accelerators is illustrated in figure2. The minimum injection time of LHC is 16mins and
the acceleration time from 450GeV to 7TeV in the LHC is 20mins.

The LHC captures, accelerates and stores the injected beam using a superconducting cavity
system working at 400.8 MHz. The LHC is design to accelerate 2082 bunches, each containing
~ 1.15 x 10! protons, separated by 25 ns. The separation though during the three year of run
is, 150ns during 2010, 75/50 ns during 2011, and 50 during 2012.



16

2 The Large Hadron Collider

2008 (27 km)
ALICE 7120 LHCb
TT40 TT41
-
TT10
A ATLAS A
HiRadMat —
1 TT60
1
AD
T2
> ISOLDE
2 Wz East Area,
: | i
n-ToF Irssas ' @
- 1959 (628 m)
- LINAC 2 CTF3
neutrons |_E| R e
e

Figure 2: CERN'’s accelerator complex.



17

3 The Compact Muon Solenoid

The Compact Muon Solenoid (CMS) is one of the general purpose detectors recording collisions
from LHC. It has a cylindrical shape, with dimensions 21-m long, 15-m wide and 15-m high
and it placed 100-m underground near the village Cessy in France. The CMS detector consists
of a set of sub-detectors placed in layers, see figure 3 layers of sub-detectors, silicon tracker,
electromagnetic calorimeter (ECAL), hardonic calorimeter (HCAL), and muon detectors and
the 4 Tesla superconducting solenoid.

Superconducting Solenoid
Silicon Tracker
= Pixel Detector

Very-forward
Calorimeter

f— Preshower

Hadron
Calorimeter

Eleciromgneti( ) el >
Calorimeter (& \ R o i e Muon
] e, S Detectors

Corﬁpact Muon Solenoid
Figure 3: A perspective view of the CMS detector.

The large luminosity of LHC requires detectors and electronics with good time resolution and
hardness in radiation. In order to cope to the demanding physics program CMS has to fol-
low the following requirements. Good lepton and jet identification and momentum resolution.
Also good diphoton and dielectron mass resolution is essential as well as good missing trans-
verse energy resolution.

The coordinate system used by CMS has its origin centered at the nominal collision point, the
y-axis pointing vertically upward, the x—axis pointing radially inward toward the center of the
LHC, and the z-axis point along the counter-clockwise beam direction. The azimuthal angle is
denoted as ¢ and it is measured from the x—axis in the x — y plane. The polar angle denoted
as 0 is measured from the z-axis but it is rarely used; instead pseudorapitidy is used which is
defined as 7 = —Intan(6/2).

The chapter is describing the basic concepts and functionalities of the sub-detectors and trig-
gering system. A complete description of the detector can be found in[1].
3.1 Superconducting magnet

The large bending power is crucial in order to make possible the precision momentum mea-
surements of charged particles. The magnetic field is provided by the superconducting magnet
which is designed to reach 4-T field and 12Tm bending power. The magnet is 13-m long, 6-
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minner-diameter and it is placed between the HCAL and the muon detectors. The magnetic
field is returned through an iron yoke and geometrically fully covers the muon detectors. An
artistic view of the superconducting solenoid is shown in Fig. 4.

Figure 4: The superconducting solenoid, an artistic view.

The iron yoke weights 10 000-t and it consists of 5 wheels and 2 endcaps. The conductor is
made from NbTi Rutherford-type cable which is mechanically reinforced with an aluminium
alloy. The helium refrigerator is used to cool down to 4.6 K the solenoid.

3.2 Inner tracking system

The inner tracking system of CMS is the detector closest to the beam, with length 5.8 m long and
diameter 2.5 m. The task of this sub-detector is to provide precise measurements of charged
particles coming from collisions as well as reconstruction of secondary vertices. At the full
luminosity run of LHC about 1000 particles every 20ns will permeate the tracker; therefore
high granularity and fast response is required.

Figure 5 shows schematically how the sub-detectors are placed. Atr = 4.4,7.3 and 10.2cm
the cylindrical layers of hybrid pixel detector modules are placed. The Tracker Inner Barrel
and Disks (TIB/TID) cover the region up to r = 55cm and are consisted of 4 barrel layers
plus 3 disks at each end. The Tracker Outer Barrel (TOB)surrounds the TIB/TID covering
a region up to r = 116cm and consists of 6 barrel layers. The TOB cover an area in z-axis
between £118cm, beyond that region the Tracker EndCaps (TEC+ and TEC-) covers the region
124cm < |z| < 282cm and 22.5cm < |r| < 113.5cm. Each TEC is composed of 9 disks. The inner
tracking system is covering an area up to |1| < 2.5.

The radiation length, Xy, of the CMS tracker increases from 0.4X, at # ~ 0 to about 1.8X, at
n ~ 1.4, beyond that it reduces to about 1 xp at 7 ~ 2.5

The measurement of a charged particle in a magnetic field is achieved by measuring the sagita(s)
and the length(L) of the track, as shown in figure 6.



3.2 Inner tracking system 19

1.7
e 1200 .17

iy ]

- 1000

]
2 o || ||
o — s II II III |I II

25 __

| 18
21

I 1| — 23
| 1] s

r fimm)

2600 -2200 <1800 -T400 <1000 <600 =200 200 600 1000 1400 1800 2200 2600

Z fmm) ——

Figure 5: Section in r — z plane of the tracker system of CMS.

P
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The momentum in units of GeV is given by:

p(GeV) = 0.3 - B(Tesla) - R(m) 4)
The momentum in terms of sagita and length can be written as:
p(GeV) = ;T ®)

The resolution of the momentum measurement for high pr isolated tracks and the muon mo-
mentum in combination with the muons chambers is shown in the left and right part of fig-

ure 7 respectively. The high pt isolated track’s momentum resolution is better than (SPLTT ~
(15 - pr © 0.5)% in the region || < 1.6 and is degrading for as |77| approaches 2.5.
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Figure 7: Left: high pr isolated tracks resolution as a function of #. Right: Combination of
tracker and muon chambers resolution a a function of pr.

3.3 Electromagnetic calorimeter

The electromagnetic calorimeter(ECAL) of CMS consists of the central barrel and two endcaps.
The central barrel carries 61200 lead tungstate (P,WO,) while 7324 crystals are mounted in each
of the two endcaps. ECAL’s endcaps are also equipped with a preshower detector. Avalanche
photodiodes (APDs) and vacuum phototriodes are used as photodetectors (VPTs) in barrel and
endcaps respectively.

The selection of the high density materials was based on the need of radiation resistance and
fine granularity, which are crucial characteristics for the LHC environment. The high density
(8.28¢ /cm?), short radiation length (0.89cm) and small Moliére radius (2.2cm) and the scintilla-
tion decay time which is close to the LHC bunch crossing (80% of the light is emitted in 25#ns)
renders the crystals a proper choice. The P,WWOy crystals led to a compact calorimeter with high
granularity and hardness in radiation.

The barrel part of the ECAL (EB) covers a pseudorapidity range || < 1.479 while the endcaps
(EE) cover a pseudorapidity range 1.479 < |n| < 3.0. Figure 8 shows the pseudorapidity
coverage of each part.
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Figure 8: ECAL coverage in various 7 regions.

The barrel crystal cross-section is approximately 0.0174 x 0.0174 in 7 — ¢ which corresponds to
22 x 22mm? at the front and 26 x 26mm? in the rear face. The crystal are formed in that way in
order to fit together and leave no gaps; they are also aligned to the nominal interaction vertex
with an angle of 3° for the same reason. The crystal length is 230mm which corresponds to
25.8Xj. Figure 9 shows schematically how crystals are placed and oriented. The readout of the
scintillating light is carried out by APDs with an active area of 5mm?; where a pair is mounted
in each crystal. They operate at a high gain of 50 since the light yield of crystals is small.

The endcap crystals front cross-section is 28.62 x 28.62 while the rear face cross-section is 30 x
30. The length of the crystals is 220mm which translates to 24.7Xy. Each endcap holds 7324
identical crystals grouped in units of 5 x 5 (superclusters SC). VPTs are used to read out the
scintillating light in the case of the endcaps. Each VPT has diameter or 22mm and is attached
to the back of every crystal; working with mean gain of 10.2 (at zero field).

The preshower detector covers the region 1.653 < |5| < 2.6, it is utilized to identify neu-
tral pions and electrons against minimum ionizing particles (MIP). Preshower is a two layer
detector consisting of a lead radiator tha initiates the electromagnetic showers from incom-
ing photons/electrons and silicon strip sensors placed after the radiator. Silicon strip sensors
measure the deposited energy and the transverse shower profile. The total thickness of the
preshower is 20cm, which corresponds to 2X (before the first sensor plane) plus 1X, (before
reaching the second plane).

The energy resolution of the ECAL is can be parametrizes as:
oN2 1 5\%2 (NNZ2
(5) = (7) + () +c (©)

Where S is the stochastic term depending on event-to-event fluctuation in the lateral shower
containment, a photostatistic contibution and fluctuations in energy depositions in the preshower
absorber with respect to the final measurement. N is the noise factor depending on electronics
noise, digitization nois, and pileup noise. Finaly, C is the constant term depending on the non-
uniformity of the longitudinal light collection, intercalibration errors, and leakage of energy
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Figure 9: Schematic of ECAL crystals orientation.

from the back of the crystal. Measurements during the test beam showed that the SNC terms
are the following:

e Barrel-S =2.8%, N = 12%, and C = 0.30%
e Endcaps-S = 5.5%, N = 12%, and C = 0.30%

3.4 Hadron calorimeter

The hadron calorimeter (HCAL) barrel and endcaps are contained between the ECAL and the
inner part of the solenoid, 1.77m < r < 2.95m, a fact that constrains the total amount of absorb-
ing material. Outside the solenoid the outer hadron calorimeter (HO, tail catcher) is placed.
HCAL covers the region |17| < 3.0, beyond that there is the forward hadron calorimeter which
goes up to || < 5.2. Figure 10 shows the eta coverage of barrel (HB), endcap (HE), outer (HO)
and forward (HF) calorimeters.

The HB is a sampling calorimeter covering the region |77| < 1.3 and it consists of 36 identical
azimuthal wedges which form two half-barrels. The absorber consists of a 40mm front steel
plate, eight 50.5mm brass plates, and 75mm steel back plate. The absorber thickness is 5.82
interaction length, A, at 90° increasing as 1/sin0; ECAL adds about 1.1 of A;. The 70000 plastic
scintillators are segmented in Ay x A¢ = 0.087 x 0.087.

The HE covers the area 1.3 < |5| < 3 which is the 13.2% of the solid angle and is a region that
contains about 34% of the final state particles. The absorber consists of brass plates 79mm with
9mm gap to accommodate the scintillators; including ECAL is about 10A;. The scintillators are
segmented in Ay x A¢ = 0.17 x 0.17.

The HO is a detector extending the HCAL to the outer part of the solenoid because the stopping
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Figure 10: Longitudinal view of CMS showing HCAL.

power of EB and HB is not sufficient to catch all hadron showers. HO utilizes the stopping
power of the solenoid coil which adds 1.4/sinf interaction lengths. At 7 = 0, HB has the
minimal absorber depth, therefore two layers of HO scintillators are placed; while everywhere
else a singe scintillator is placed. The total depth of HCAL is extended to a minimum of 11.8A;.
The energy resolution of HCAL with and without HO is shown in figure 11 , where single pion
MC used.
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Figure 11: Measured energy over incident energy of single pions with and without HO.

The HF is the most forward detector of HCAL extending the HCAL's reach up to 7 = 5. At this
region HF is designed in such a way that in 10 years of LHC operation will survive a radiation
dose of =~ 10MGy. at these extreme conditions. This was the principal reason why Cherenkov
detectors with quartz fibre were selected. The HF is a cylindrical steel structure with radius of
130.0cm and it is located 11.2m from the interaction point (IP). The fibres are are placed parallel
to the beam line and they form towers of Ay x A¢ = 0.175 x 0.175.

3.5 The muon system

Muon detection is considered to be one of the most crucial tasks, as is implied by the name
of the CMS. Final states containing muon are important for Higgs discovery, suppersymmetry
(SUSY) and other beyond the standard model (BSM) searches. Muons are minimum ioniz-
ing particles suffering less by radiative losses in the detector material compared to electrons.
CMS muon system covers the pseudorapidity region || < 2.4 and consists of three types of
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gaseous detectors: the barrel drift tube (DT) chambers, the cathode strip chambers (CSC), and
the resistive plate chambers (RPC).

3.5.1 Drift tube system

The DT chambers cover the pseudorapidity region || < 1.2. It consists of 4 stations and 5
wheels. Figure 12 shows the chambers of one wheel noted as MB1, MB2, MB3, and MB4. The
first 3 stations contain 8 chambers each in sets of 4, separated as much as possible to achive the
best angular resolution. A DT chamber is made of 3 or 2 superlayers (SL) each made of 4 layers
of rectangular drift cells. The transverse dimension of the drift cell (fig. 13) is 21mm and it is
filled with a gas mixture of 85%Ar + 15%CO; resulting a drift time of 380ns. The length of the
wire within the drift cell is ~ 2.4m.

Figure 12: Slice of the CMS detector showing the DT chambers.

The wires in the two outer SLs give track measurements in the » — ¢ plane since they are placed
parallel to the beam, while in the inner SL the wires are measuring the z position since they are
placed orthogonal to the beam line. The third SL is not present in MB4.
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Figure 13: Transverse perspective of the DT cell.

3.5.2 Cathode strip chambers

The endcap muon system of CMS consists of 468 trapezoidal cathode strip chamers (CSC)
covering either 10° or 20° inf ¢ each. As shown in figure 14 all chambers, except for the ME1/3

ring, overlap in order to provide contiguous ¢ coverage.
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Figure 14: CSC coverage at the endcap region.
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5.875m

The CSCs are multiwire proportional chambers consisting of 6 anode wire planes inserted be-
tween 7 cathode panels with strips, shown in figure 15. The largest chambers are 3.4 x 1.5m?;
in total they cover an area of about 5000m%. CSCs can operate in non-uniform magnetic field
at high rates and they do not require precise gas, temperature, or pressure control. The perfor-
mance requirements are: reliability and low-maintenance, at least 99% efficiency per chamber
for finding track stubs at L1-trigger, at least 92% probability per chamber to identify the correct
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Figure 15: CSC panel.

bunch crossings, about 2mm resolution in r — ¢ at L1-trigger, and about 75um offline resolution
for ME1/1(2) and about 150um for all others.

3.5.3 Resistive Plate Chamber System

Resistive plate chambers (RPC) are gaseous parallel-plate detectors with time resolution less
than 25ns. Therefore RPCs can be used for a fast response trigger system. RPCs consist of two
gaps referred as upper and lower gap operating in avalanche mode with strips in between that
pick-up and read out the signal, as shown in figure 16.

Upper Gap Strip
Pl L R

\

\ Lower Gap

Figure 16: RPC upper and lower gap.

RPC chambers are placed in barrel as well as in the endcap, 6 layers of RPCs are placed in the
barrel iron yoke and 4 layers in the barrel covering an area || < 2.1. In first and second muon
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stations (in barrel) two RPC chamber are placed while one RPC chamber is placed in stations 2
and 3. The redundancy in the first two allows the trigger to operate even with low—pr muons.

Muons traversing the detector in the range || < 1.2 crosses RPCs and DT chambers, in the
range 1.2 < |n| < 2.4 crosses RPCs and CSCs, and in the endcap-barrel overlap region can
leave in any sub-detector.

3.6 The Trigger System

The LHC is designed to collied proton beams at 25ns, corresponding to frequency of 40MHz.
It is impossible to store such an amount of data and process them, thus a rate reduction has
to be achieved during the run at detector level. Consequently a sophisticated and fast system
is required to achieve the rate reduction. The trigger system which is responsible for rate re-
duction it consists of two systems; the L1-trigger which rejects events with logic implemented
in hardware during the run (online) and the high level trigger (HLT) which reduces the rate
further using algorithms running on PCs farm. The L1 trigger is design to reduce the rate at
100kHz, which practically the rate is reduced near 30kHz.

3.6.1 L1 Trigger system

The L1 trigger has local, regional, and global components. The Local Triggers, or Trigger Prim-
itive Generators (TPG), are the front-end electronics connected to the sub-detectors (crystals,
chambers etc.). The Regional Triggers collect the trigger primitives from TPGs, combine them
and use pattern logic to determine ranked and sorted trigger objects such as electron or muon
candidates. The rank determines the confidence attributed to the L1 parameter and it is based
on energy or momentum and quality. The Global Triggers, Global Calorimeter (GCT) and
Global Muon (GMT) determine the highest-rank objects and send them to Global Trigger(GT).
The GT finally decides whether to reject or record the event for further evaluation by the HLT.
The architecture of the L1 trigger is shown in figure 17

3.6.2 Calorimeter Trigger

The Calorimeter Trigger consists of calorimeter TPG, RCT, and GCT. The calorimeters are sub-
divided in trigger towers for trigger purposes. The transverse energies measured by ECAL
crystals or the HCAL read-out towers are summed to give the trigger tower Et and attach
the correct bunch crossing. The trigger towers in the region |;7| < 1.74 are covering an area
7 x ¢ = 0.087 x 0.087. Then the RCT receives and processes the trigger primitives determines
electron/photon candidates and transverse energy sums per calorimeter region. Also informa-
tion concerning muon is determined such as MIP and isolation bit. The GCT determines jets,
the total transverse energy, the missing transverse energy, jet counts, and Hr. It also provides
the highest-rank isolated and non-isolated e/« candidates.

3.6.3 Muon Trigger

The muon trigger combines information from all three muon systems, the DT, the CSC and the
RPC. The barrel DT chambers provide information in track segments in the ¢ — and # —projection.
The endcap CSCs provide 3—dimensional track segments and finally the RPC chambers pro-
vide candidates base on regional hit patterns. DT and CSCs identify muon candidate, deter-
mine their p, location and quality and sort them by rank. They both deliver up to four muon
to the GMT. The RPC identifies muon candidates, their pr and ¢ and delivers four muons from
barrel and four from the end-caps to the GMT. All systems provide information concerning the
bunch crossing.
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Figure 17: Architecture of L1 Trigger.

Finally GMT receives information from all three systems concerning their pr, 77, ¢ and quality
code. It also receives isolation and MIPs bit from GC. By matching information from all system
GMT sends the best candidates to the GT.

3.6.4 Gilobal Trigger

The Global Trigger collects information GMT and GCT in order to reject or accept an event. Up
to four objects, representing particles and jets, are ranked and sorted. The Global Trigger Logic
(GTL) which is the core of GT performs the algorithmic calculations that are using particles
pr threshold, jet multiplicities etc. In total 128 algorithms can be implemented in GTL, results
of the algorithms are sent if form of one bit per algorithm to the Final Decision Logic (FDL).
Additional steps are followed concerning timing and the results are send to the data acquisition
(DAQ) for read-out.

3.7 HLT Trigger system

High level trigger[7] is performed offline in a multi-processor computer farm and it has access
to the complete information of the detector. Algorithms are more sophisticated because of the
information available and the computing power available. The HLT trigger aims to reduce the
rate at the order of 100Hz. It reconstructs and selects events in two steps that correspond to
Level -2 and Level—3 trigger systems. Level—-2 trigger uses information only from the cal-
orimeter and muon detectors while the Level -3 trigger uses reconstruction from the entire
detector.
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4 Theory

Particle physics is the field that tries to understand the basic constituents of nature. The theoret-
ical framework that describes the elementary particles and their interactions is called Standard
Model (SM). This chapter will give a short introduction to SM, Quantum Chromodynamics
which are part of SM, and the theoretical software tools used.

The beginning of particle physics can be arbitrarily pinpointed by the discovery of the electron,
in 1897, by J.J. Thomson. Rutherford, Geiger, and Marsden, in 1908, conducted experiments
by colliding alpha particles in gold foil probing the structure of atom. These are the two most
prominent experiments of modern particle physics; followed by hundreds of others that each
of them contributed to the knowledge we have today. Each experiment either confirmed pre-
dictive theories or opened a window for new theories; the most complete theory we have today
describing the subatomic world is called the Standard Model (SM) and it is shortly described
in this section.

4.1 Standard Model
4.2 Introduction

The Standard Model of elementary particle physics is the theoretical model based on the Quan-
tum Field Theory (QFT) that describes the particles and the forces they exchanging. Namely
it describes the electromagnetic, the weak, and the strong force with all particles accompany-
ing them. In spite the fact that SM is providing successful predictions for various experiments
it does not incorporate the gravitational force. It also contains a large number of empirical
variables that cannot be predicted, thus it is a model that is always evolving and it is not yet
completed.

According to SM the visible universe consists of fermions (1 —spin particles), six quarks and
six leptonslisted in table 2. The interactions are exchanges of integral spin particles, bosons.
Electromagnetic interactions are carried out via photon exchange, 7, strong interactions via
gluons and weak interactions via the three vector bosons, 79 and W#, listed in table 3. The
Minimal Standard Model (MSM) also contains four scalar fields, two charged and two neutral.
The three of them ,one neutral and two charged, are “absorbed” by the vector bosons while the
fourth is the Higgs field.

Table 2: The fundamental particles of SM.

Particles Flavour Charge

leptons enT -1
Ve Vy Vr 0

quarks uct +§

dsb —2

Table 3: Carriers of force in SM.

Interaction Particle  Spin Strength (relative)
Strong g, gluons 1 O(1)
Electromagnetic v, Photon 1 O(1072)

Weak W,z 1 O(1077)
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Standard Model is a gauge theory utilizing the Lagrangian formulation in order to describe
fields and its interactions. Symmetries also play a crucial rule in the theoretical formulation of
SM, the next subsection is an overview of Lagrangian mechanics and symmetries.

4.3 Lagrangian mechanics and Symmetries

Standard Model is a gauge theory, where gauge refers to the arbitrarily degrees of freedom one
can assign to the Lagrangian. These additions of degrees of freedom are called transformations,
that in order to be acceptable in the theory have to be local invariant. Local invariance ensures
that the Lagrangian gives the same results regardless the degrees of freedom.

Lagrangian formalism is based on the least action principle, where action is defined by the
integral of the Lagrangian density over time. In particle physics the Lagrangian density is
expressed as a function of the fields ¢; and the derivatives of the four components of space-
time. The action is written as:

3 tf
s= [ £ og,) @
The least action principle states that under small variations the action remains unchanged:
65 =0 (®)
) / (¢i,0¢i,) = )

By taking 9 one can derive the Euler-Lagrange equation:

d oL oL
at <a<a¢iy>> 3 10

which is the equation of motion of the physical system.

In quantum field theory Lagrangians are taken as axiomatic equations, unlike classical mechan-
ics, with the only constrain to reproduce the field equations. The Lagrangians can be multiplied
by a scale factor or an arbitrary factor can be added to them but they should result the same
field equations after applying the Euler-Lagrange equations.

4.3.1 Quantum Electrodynamics

Starting from the Dirac Lagrangian, which describes particles and antiparticles of spin 1, one
can derive that it is invariant under global phase transformations

¥ — ey (11)

where 1 is the spinor filed, but the same does not apply for local phase transformations

p— ey (12)

where derivatives of 6(x) remain after the application of Euler-Lagrange equation. In order to
compensate this contributions an additional field term is added. The proof and detailed expla-
nation of this procedure can be found in textbooks [8][9][10], of elementary particle physics or
quantum field theory.
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After the extra term the result is the Lagrangian of Quantum Electrodynamics (QED)

£ = [ihefydyp — mFp) — - F"Ew — (07"9) Ay (13)

The first part of the equation describes electrons and positrons interacting via photons, the sec-
ond the electromagnetic fields and the final one is the photon created by the particles’ current

JI = cq(Py'y) (14)

The invariance under the local transformation presented above is the so-called local gauge
invariance, and it can also be written in terms of matrices

p— Uy (15)

where U = ¢ is a unitary matrix, uut =1.

4.3.2 Quantum Chromodynamics

Matrices 1 x 1 are classified under the U(1) group and the symmetry is called U(1) gauge
symmetry. Yang and Mills extended this idea to a higher non-Abelian theory by introducing
2 X 2 matrices, local SU(2) transformation. The resulting Lagrangian of Yang-Mills theory has
no practical application since the SU(2) group implies a system with two particles with spin— %

Nonetheless, they delivered a model able to extend theories to higher symmetry groups.

Quantum chromodynamics is a non-Abelian theory based on the Yang-Mills theoretical tools in
the context of SU(3) group theory, that represent the color-charge of quarks. The SU(3) group
is needed since quarks carry three different types of color, red, green, and blue. Starting with
the Dirac Lagrangian

= ihcfpy"duyp — mc* Py (16)

where 1 is a three-component column vector

Py

Y= [Py (17)
¥q

P — Sy (18)

whith § = ¢4 ¢(x)/¢_ By applying this transformation to the Lagrangian and adding factors in
order to keep invariant the result, the complete Lagrangian of the Quantum Chromodynamics
(QCD) is:

= lihepy"up — mc Py — 167IF*‘ Fu = (qpy"Ap) - Ay (19)
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4.3.3 The Higgs Mechanism

The final part to complete the Standard Model from the gauge theory point of the point is to
derive the Lagrangian that incorporates the weak interactions. The Proca equation though that
it is used to describe the spin—1 particles was modified by setting the mass term to zero in
order to describe the photon and gluons. The W and Z bosons though are not massless and this
breaks the symmetry if the Proca equation is used, so a more subtle way is needed here. This
was done by exploiting the spontaneous symmetry breaking and the Higgs mechanism.

By taking the Lagrangian

L= %(ay‘l’)(ay‘i’> +e () (20)

where a € R, expanding the second term to

e (0’ =1 2% 4 %a4¢4... (21)

and comparing to equation 13 we see that the Lagrangian describes a particle of mass m =
V2ah/c. In order to ensure that that the Lagrangian has a local minimum we rewrite it as

1 1 1
L= 5(0u0) (") + 517" — [ A*¢" (22)

where A is real. Then a problem arises, the y has to be real since it represents a mass term but
the sign is wrong and it has to be imaginary which makes no sense. Then by utilizing classical
Lagrangian notation where £ = 7 — U, we minimize the i = —% wre? + %Az(p‘l. The minima
is found to be £u/A.

By introducing a new variable 7 = ¢ £ /A the Lagrangian can be re-written as

1 4 1 1
L= 5 @un) @) = pin* £ pdn’ = g A%  + 4 (W /A)° (23)

where the mass sign has been corrected and the equation describes a particle with m = v/2uf/c.
Now if we look back to the equation 22 we see that it is even in ¢ while the reformed equation 23
is odd in ¢, the symmetry is broken, this is the so-called spontaneous symmetry breaking.
The symmetry presented above is discrete symmetry since it has two distinct minima, for a
continuous symmetry the equation has to be written as

1 1 1 1
£ =501 (0"¢1) + 50u2) (9" P)2 + 517 (91 + ¢2) — 7 A% (91 + 91)° (24)

where the last two terms are the "potential energy’ with the minima ¢? + ¢3 = u?/A?. It is con-
venient to chose one ground state ¢, = u/A,¢>,, = 0 and by following the same procedure
as before we introduce two new fields 7 = ¢1 — /A, = ¢. The resulting Lagrangian after
replacing these fields is
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1 1 A2 4
£ =[5 @) — k2] + [50,8) @"2)] — WA G +08) + - (n* + & +20%8)] + [
(25)
The first bracket represents a massive field (1), the second one a massles field (¢), and the third
five couplings. Goldstone’s theorem shows that the massless field is a result of the continuous
spontaneous symmetry breaking.

By combining the two fields in one complex ¢ = ¢1 + i¢, the Lagrangian can be written as

1 1 1
L= 5(0,0)"("9) + S12(¢"¢) — ;A*(97°9)? (26)

Then by applying local gauge transformation ¢ — ¢?(*)¢, replacing the covariant derivative
Dy = 9y + i%A},, and define the new fields 7 = ¢1 — /A, { = ¢, the Lagrangian transforms
as

L= [%(M)(a”n) — i)+

1, 1

[ TorF" B + 5 G AnAt]+ 27)
Ry Y — a2t (2
[5G n(AA") = App® = A% ] + (57)

where y = ﬁ()‘?cz)mlq

By choosing this gauge the Goldstone bosons are eliminitated and the equation describes one
massive scalar particle (17 the Higgs boson) and a massive gauge field A*. The method present
above that eliminates massless bosons, is the Higgs mechanism.

4.4 Quantum Chromodynamics

The following section gives a historical overview on QCD, the eightfold way, the quark model
and how QCD is formed today. Also a more detailed insight on the Lagrangian formulation
is given. Finally the running of the strong coupling constant and the parton density functions
(PDF) is described.

4.5 Introduction

Murray Gell-Mann, in 1961, introduced the Eightfold Way, the periodic table of particle physics.
The Eightfold Way is a model classifying hadrons into patterns according to their charge and
and strangeness. Since strange quarks were not introduced back then, the strangeness were
assigned to hadrons decaying relatively slowly.

Figure 18 shows how baryons were classified. Despite the fact that the model predicted hadrons
that were not observed yet, it begged an answer on why these patterns classify and predict
hadrons. Gell-Mann[11] and Zweig[12], in 1964, independently proposed the quark model, the
model that suggested that hadrons are not fundamental but entities composed of quarks; as
Gell-Mann named the constituents of hadrons. The model had two composition rules, every
baryon is composed of three quarks and every meson is composed of two quarks.
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g=-1q=0 ¢=+
Figure 18: Eightfold Baryons.

The model successfully predicted the existence of the known baryons and the structure of the
proton but it had two embarrassing inconsistencies. One would expect that since baryons are
composited from quarks then signatures of isolated quarks should appear in experiments. The
second inconsistency was the violation of the Pauli’s principle, e.g how could three particles
of spin—1 exist in the same system? The solution came in 1964 by O. W. Greenberg [13] who
proposed that quarks come in three colors (red, green, blue), and all particles in nature are col-
orless, where colorless mean that color and anti-color cancel out or that all colors exist equally
in a system. Colour is just a playful name for another quantum number, property of particles
like spin or electric charge. At the beginning these theories, quark confinement and color hy-
pothesis, looked like desperate ways to save the quark model but latter experiments showed
that quarks exist and they come in three colors.

4.6 Experimental Signatures

Signature from quarks and gluons can be seen in high energy colliders (eTe ™, ep, pp) asjets. Jets
are collimated streams of particles resulting from quarks and gluons. Figure 19 shows a first
order QCD diagram qq — qq. Quarks act like free particles right after the collision and the pre-
dictions are calculated using the perturbative QCD (pQCD) and then undergo hadronization.
Hadronization is a process where quarks emit gluons and vice versa resulting baryons that are
interacting with the detector and are identified as jets. Two jet events are signatures of quarks
while three and more jet events are signatures of quarks and gluons, a multijet event as it is
recorded at CMS detector is shown in figure 20.

The experimental proof of the existence of three coloured quarks comes from the ratio of cross
section of hadron production to muon production at electron-positron experiments.

_o(ete” — hadrons)
R= olete™ — utu~) (28)

Hadron cross section are proportional to charge squared but since the numerator includes all
combinations of quarks-antiquarks the ratio at leading order becomes

R(E) =3) Q7 (29)
f
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Figure 19: Quark quark interaction.

Figure 20: Multijet event CMS.
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where f sum over all flavours. It depends on energy since masses of different flavours of
quarks vary. Figure 21 shows the ratio at low energies where only u, d, and s quarks contribute
resulting

R=3[(5) + (—5) 7+ (~3) =2 )

Besides the peaks that originate from meson resonances the plateau it is described very well by
the calculations, either using the naive quark model or a NLO pQCD calculation.
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Figure 21: Ratio graph.

4.7 Perturbative QCD

Perturbative QCD is applicable at high energies where the strong coupling constant, «s, is small
and the partons (quarks and gluons) are acting like free particles, this is called the asymptotic
freedom. The pQCD calculates only the hard scattering but latter we will see how the factor-
ization theorem can provide calculations for more general observables.

The QCD Lagrangian is written as

£ = ihefy"ayp — mEFy) — 1 F*Eu — (057'A9) - Ay (1)

and according to Feynman rules, the free Lagrangian corresponds to the propagator and the
interaction terms to vertex factors. Below we see a short list of vertices and propagators and
how they contribute to cross sections

where g; = /4mas.

In QCD we treat the spin—% Dirac fields, 1, as a vector that takes into account color factors
as shown in equation 17. The A, represent eight gluon (color) fields that are generated from
the color current [, = qy#Ap. Where A are the Gell-Mann matrices, eight 3 x 3 matrices
representing color combinations of gluons. The ninth matix that corresponds to a colorless
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Table 4: Vertices and propagators.

i(g+mc)

Propagators Quarks pom——rs
—ig,0%P

Gluons LA

. g
Vertices ~ Quark-Gluon = A%#

gluon is experimentally excluded. A colorless gluon could exist free in nature thus it would be
easily detectable and rather common. The rows of these matrices correspond to color (r, b, g)
while the columns correspond to anti-color (7, b, §). The eight matrices are the following:

7 b rg
A= | bF bb bg (32)

g7 gb g3

010 010

AMl=1[1 0 0]|A2=[1 00 (33)
000 000
1 0 0 1

AM=[0 -1 0|r*= 0 (34)
0 0 0 0

) (35)

00 0 L (100
AM=100 —i|JAd=—101 0 (36)
0i 0 V3\lo 0 -2

The term 3~ F*'F,, is the free Lagrangian of gluon fields and can be written as
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F"F,, = [0"AY — 9" AF — 2q(AF x AY)] x [0,A) — 0vA, —29(Au x Ay)] (37)

the quadratic terms give rise to the gluon propagator while higher order terms give rise to
triple and quadrupole couplings of gluons.

Cross sections of the hard scattering depends on two factors; the phase space available and the
amplitude M of the process. The phase space is a purely kinematic term depending on the
available energy, the masses and momentum of the particles involved in the scattering process.
The amplitude, M, is calculated using the Feynman rules, for the process g7 — g4 as shown in
fig 19, M ~ g2 and the total cross section is 0yt ~ |M|? ~ a2. While for a g — g process
the cross section is 03y ~ a?.
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4.7.1 Asymptotic Freedom

Asymptotic freedom is called the fact that the strong coupling constant vanishes, ag — 0,
at large momentum transfer, Q? — oo; and this is the reason why QCD can be treated as
perturbative theory. This behaviour of the strong coupling constant allows quarks at high
energies behave like free particles.

In quantum field theory, vacuum is not empty space but is considered as the state with the
minimum average energy where virtual particles and anti-particles constantly emerge and an-
nihilate. In QED where the force propagators are photons that do not couple to themselves the
particles that fill the vacuum are ee™ pairs. Consequently by placing a charge in such a vacuum
causes polarization of the vacuum (charge screening) similarly as a dielectric medium. This
polarization causes an effective charge of electrons that depends on the distance of the probe,
the smaller the distance the larger the charge.

The running of the QED coupling constant can be written as

B «(0)
x(Q%) = 1+ [2(0)/371)In(Q%/m2)

(38)

but since in QCD a = 0 cannot be used it is needed to specify an arbitrary scale 32 that lead to

_ 1 22
Q) w39 o)
1 11 2, 0
()~ a3
and by subtracting the two the resulting equation is:
2y _ a(p?)
M) = TG i Q@ ) 4

The arbitrary scale y is called the renormalization scale that renders the running equation in-
depended of «(0).

The running of the coupling constant can be written as a series expansion in powers of a and
gives the so-called beta function.

da(Q?)

B(e) = Jraiopy = ~(Box + Pra ) (41)

A similar model to QED stands for QCD where quark anti-quark pairs fill the vacuum; how-
ever the strong force propagators, gluons, couple to themselves and they also fill the vacuum.
Quark-antiquark pairs cause screening of the color charge while gluon-gluon pairs cause anti-
screening, and as we will see later anti-screening is the predominant effect; thus the smaller the
distance of the probe the smaller the color charge. Figure 22 shows the one loop diagrams with
quark-antiquakr and gluon gluon loops.

The running of the strong coupling constant
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Figure 22: One loop Feynman diagram.

_ s (112)
(@) = @ AN, —2mee S 77 #2)

where N, is the number of colors and f the number of flavours in SM. The N, factor comes from
the gluon-gluon loops while the f factor comes from the quark-quark loop, and this shows that
in SM where N, > n the anti-screening is dominant. Consequently the sign of the second term
in the denumerator is positive thus the a; — 0 for higher transferred momentum Q2. Let us
write the ag as

1 1 Q? Q?
= + Boln(=5) = Boln (== 43
th(Qz) 015(}12) 130 (‘uz) :30 (Az) ( )
where By = 111\{;3"" and A the scale where as(1?) becomes infinite, thus the first term of the

right hand side of the equation vanishes and the equation becomes

1

2 = —-——
as(Q°) ,Boln(%)

(44)

The QCD scale parameter, A, is rarely used so the running of the strong coupling constant is
written as

— s (%)
(Xs(Qz) - 1 +ﬁ0“s(lfl2)ln(Q2/lfl2) (45)

The asymptotic freedom as it is mentioned allows the treatment of QCD as a perturbative the-
ory but pQCD predicts cross sections of processes that have quark and gluons at final-state.
The probe of quarks and gluons is a jet signature at the detector, so the cross section section cal-
culations of quarks and gluons is not the complete picture. So in order to make pQCD usable
we need either observables insensitive to long distance effects or we need to parametrize these
long distance effects. The observables insensitive to long distance effects are called infrared
safe observables and the parametrization of long distance effects is achieved by utilizing the
factorization theorem.

4.7.2 Infrared Safety

Infrared problems are called the singularities appearing due to soft and collinear radiation,
where the third parton in 2 — 3 processes merge with an other parton and the process becomes
2 =2
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The cross section of the e*e™ — g4g process is given by

o _ Uo% X2+ x3 (46)
dxydx; 271 (1 —x1)(1 — xp)
In terms of angles of the partons the denumerator can be written as
(1—x1)(1 —x2) ~ [x2x3(1 — cosba3)][x3x1(1 — cosb31)] 47)

Index 1 stands for quark, 2 for antiquark and 3 for gluon. Singularities arise in three cases,
collinear radiation of qg (631 = 0), g7 emitted collinear (83, = 0), and finally by a soft gluon
(x3 — 0).

One solution is to construct infrared safe observables that are insensitive to long distance pro-
cesses. Thrust, sphericity, aplanarity are infrared safe observables but such observables are
very limited.

4.7.3 Factorization and Parton Distribution Functions

The pQCD theory is a successful theory that describes quark and gluon interactions but it
suffers from singularities that limit its predictions to few variables. There is a theory though
that isolates the long distance contributions and factorizes them into the parton distribution
functions (PDFs); it is called the factorization theorem.

The cross section of hadron-hadron can be written as

o = Y [ dxrdafiCea, 1) f (o, 12)6 (51, 2, @2/ 1) (48)
ij

where f(x, i) are the PDFs, i, j indices run over the quarks flavours, indices 1 and 2 represent
hadrons and u is the factorization scale. Factorization scale is similar to renormalization one,
if a parton has transverse momentum larger than y contributes to the hard matrix elements,
otherwise is absorbed in the PDFs.

Before going further into the factorization theorem let’s see what are the PDFs and how they are
obtained. PDFs cannot be calculated from theory but they are obtained from experiment. Deep
inelastic scattering (ep) were the first experiments that provided the PDFs since the transferred
momentum can be determined easily by measuring the momentum of the outgoing electron.
The drawback of DIS experiments is that the cannot probe gluons inside protons since the
emitted photon from electrons does not couple to gluons, so hadron-hadron colliders are the
most prominent for measuring the gluon’s PDE.

The DIS cross section can be written qualitatively as

oP ~ o [Wa + 2w1tan2(§)] (49)

where W; are the structure function of proton measured from DIS experiments. According to
Bjorken scaling in the asymptotic limit where Q — oo the structure functions can be parametrized
as a function of x = %, where p is the momentum of the proton and g the transferred mo-
mentum. The result is the structure function b,
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= L eixfi(x) (50)

where ¢; is the charge of quarks. The Gallan-Gross relation says that in parton model F, = 2xF;.
Structure functions depend on quark PDF, u(x),d(x),5(x)... but is convenient to define them as
valence and sea distributions.

(51)
(52)
us(x) = is(x) = ds(x) = ds(x) = 55(x) = 55(x) = S(x) (53)

where S(x) is the sea quark distribution. By summing all partons the uud combination and all
the other properties of the proton must be retrieved; the sum rules are:

/1 dxu, = /1 dx(u(x) —i(x)) =2 (54)
0 o B
1 1 )
/ dxdy = / dx(d(x) — d(x)) = 1 (55)
0 0
1 1
/ dxu, = / dx(s(x) —5(x)) =0 (56)
0 0

These summing rules indicate that the net amount of u—valence quarks within the proton are
two, one d—valence quark and no strange quark. A naive approximation would expect that if
we sum over all the momenta carried by partons within the proton we could reconstruct the
momentum of the proton

1
¥ | dxCen)laitx)] = p 7)

where i sums over all quark flavours, p is the momentum of the proton and x is the fraction of
the momentum carried by each parton. The first DIS experiments showed that this is not the
case and the sum of the equation 57 is approximately p. The missing momentum is carried by
gluons and in order to obtain the proton momentum one needs to sum the gluons momentum
as well

Z/ dx(xp)[qi(x +/dxxp [g(x)] =p (58)

Figure 23 shows the PDF of u,d, s and g defined by CT10 PDF set; the various PDF sets and
their differences will be described in following sections.

PDFs are process independent, consequently the PDFs obtained by DIS experiments can be
used to predict cross sections of hadron-hadron interactions. In order to explain the factoriza-
tion theorem we will start from DIS processes where Q? can be defined accurately and latter
expand the theory to hadron-hadron collisions.

The cross section of the process of figure 24 by exploiting the factorization theorem is written
as

e”—Z/dxf] x 1?)o(x, Q*/ u?) (59)
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proton

Figure 24:

Figure 23: PDF of u,d, s, and g from CT10.

Feynman diagram of deep inelastic scattering process.
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The QCD improved parton model takes into account gluons as dynamical entities instead of
missing energy. Starting from equation 50 and taking into account the gluon radiation seen in
figure 24 it can be re-written as

2 1 2
POy [ YA 5) + SRy i) (60

Where qu(i) is the splitting function that gives the probability the emission of a gluon from
a parent quark with the daughter quark conserving a fraction of the initial momentum z = f

For each of the processes ¢ — qg, § — gg etc there is a different splitting function listed below
at leading order

Pyo(z) = 3[11+_ZZZ +26(1-2)] 61)

Ppe(z) = %[ZZ +(1-2)?] (62)

Pyg(z) = ;1[”(12_2)2] (63)

Pog(z) = 65+~ 221~ 2) + (35 — 226(1 ~ 2))] (64)

Equation 60 depends on a cut off parameter m and it diverges when m — 0, similarly as the
running of the coupling constant, it is convenient to introduce an arbitrary parameter y. Equa-
tion 60 gives

2

£, @) = [ s o0~ 3+ 32 Paga)in S )

where we introduced the factorization scale, y, and by taking the derivative of y and setting
equal to zero we get the evolution equation of a quark distribution, the so-called DGLAP evo-
lution equation

of (x, Q? 14
G = 25 [ i)y (a) + ) (©6)

In proton proton collisions pp — X + all where X is can be the leading jet, two pairs of jets
or any other triggering particle, Q% cannot be measured explicitly. The hard scale Q? is then
defined by the leading jet pr, the average of the two leading jets < pr12 > or the dijet invariant
mass M;; with the constraint that the QQ? is comparable to y/s. The factorisation theorem then
states that the total cross section can be written as 48, where ¢ is the cross section of parton; +
parton, — X + all calculated by the pQCD. The factorization scale, y, is usually set equal to

Q2
4.8 Non-Perturbative QCD

The previous section presented the available tools to calculate cross sections up to the par-
ton level. The processes at a collider though are not simple parton-parton interactions and
the detectors are recording jets composed of stable particles. The dominant processes that are
taken into account to simulate the full process of collision and detection are the parton show-
ering (PS), hadronization and multi-parton interactions (MPI). These processes are based on
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empirical models rather in pQCD and non-perturbative(NP) techniques are utilized for their
simulation.

4.8.1 Parton Showers

Accelerated quarks lose energy via gluon emission, then gluons themselves split into quarks,
this process is called parton showering (PS). Depending on which quark emits the gluons, PS is
categorized in initial state radiation (ISR) if the incoming parton emits the gluon and final state
radiation (FSR) if the outgoing parton emits the gluon. The outgoing parton loses its energy
via gluon emission and quark splitting to the point that the parton’s scale falls to some Q3, then
the hadronization process occurs.

Parton showers are basically higher order contributions to the hard scattering process but it is
not possible to calculate them exactly thus various models parametrize these contributions.

4.8.2 Hadronisation

The confinement described in previous section does not allow coloured particles to exist in
nature. Partons from showering reach a low scale Q3 where the strong coupling constant in-
creases then partons are pulled together and form colorless combinations where perturbative
calculations fail. This procedure is called hadronization and various models were developed,
the most popular are String-Lund model[14][15] utilized by PYTHIA and cluster model utilized
by HERWIG.

.

Figure 25: Hadronization.

4.8.3 Underlying Event

In pp experiments where bunches of protons are collided the hard-process is not the only one
that has to be taken into account in order to calculate the cross sections. Underlying event
processes also occur during the collisions where beam remnants interact via small momentum
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transfers. These processes are non-perturbative thus the approximations rely on models or
parametrization of data [16].

4.8.4 Non Pertubative Corrections

Monte Carlo generators such as PYTHIA or HERWIG++ contain LO calculations and non per-
turbative contribution in one framework. NLOJET++ though gives predictions derived only
from pQCD calculations. It is known though that non perturbative effects are significant espe-
cially at multijet events containing jets with small pr, thus it is necessary to somehow compen-
sate these effects with a correction applied to the pQCD calculations.

The corrections are calculated using Monte Carlo generators that simulate NP effects. These
generators (PYTHIA, HERWIG etc) can simulate events with or without taking into account
effects due to NP effects. Thus two samples of events are generated to calculate NP correc-
tions, one with all contributions taken into account (nominal) and one without multi parton
interactions and parton showers simulated. The corrections are defined as

_ ULO+PS+HAD+MPI 67)
ULO+PS

Cnp

where Cyp is the correction and ¢ the cross section of the studied observable. Then the pQCD
calculations are corrected as:

0pocpenNP = CNP X 0pocD (68)

In order to be unbiased against any underlying assumptions arising from the Monte Carlo gen-
erators, two or more generators are used to calculate these corrections. Then the final correction
applied to pQCD calculations is the center of the envelope of the two (or more) corrections and
the half of the spread among the corrections from the various generators is assigned as the
uncertainty of the NP corrections.

4.9 HEP Tools

In high energy physics the calculations and the modelling of the various processes are compli-
cated, for that reason sophisticated software has been developed to deliver predictions for the
experiments. This chapter describes shortly the various monte carlo generators and tools that
have been used for the predictions included in this thesis.

4.9.1 Monte Carlo Generators

Monte carlo generators are complicated software that simulate the processes taking place at the
experiments. These simulations can be factorized in two distinct simulations:

e Event Generator

e Detector Simulation

The event generator simulates the proton proton interaction taking into account the PDF, sim-
ulates the initial state radiation, calculates the matrix element of the hard scattering, simulates
the parton showers and the hadronization. For this purpose various MC generators were devel-
oped with different approaches, they are described below. The fact that these are complicated
simulations each analysis has to take into various generators since the high complexity leaves
space for bugs or wrong assumptions.
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The second part, the detector simulation takes into account the interaction of the particles with
the material of the detector. Then the interactions are translated to digital signals simulating
the electronics of the detector. The CMS detector is simulated using GEANT4[17].

Consequently a MC simulation can be used directly from the generator level in order to com-
pare with data and extract results independent of the detector or it can be used for detector
studies. Below there is a short description of the MC generators used for the analyses described
in chapters6 and 7.

4.9.1.1 PYTHIA

Pythia is a multi purpose generator that includes various physical processes, it simulates both
the perturbative and non-perturbative processes described on the previous chapter. Two ver-
sion are widely used, Pythia6 [18] and Pythia8[19], written in Fortran and C+-+ respectively.
Pythia6 can simulate hard QCD processes with two partons at the final state while Pythia8 up
to three partons.

Then the using the outgoing partons of the hard scattering the parton showering(PS) takes
place. Pythia8 produces PS using the dipole-style pr ordered evolution that approaches the
gluon emission as a dipole radiation using a pair of partons. The parton showering process
leads to a simulation that it can produce more than two jets in the final state. Finally the had-
ronization process is taking place using the Lund string fragmentation framework.

4.9.1.2 HERWIG

Herwig also comes in two version written in Fortran and C+4- (Herwig++- [20]). It is a multi
purpose generator that simulates two to two processes and the parton shower simulates more
jets in the final state. Herwig uses the coherent branching algorithm of [21] using angular
ordering of emissions in the PS. Finally for the hadronization Herwig uses the cluster model.

4.9.1.3 MADGRAPH

Madgraph[22] is a multi purpose tree-level generator that can give up to four partons at the
final state. The hardonization, parton showering and the rest of the non-perturbative processes
are taken into account by interfacing to PYTHIA. The MLM [23] matching procedure is used in
order to avoid double counting partons from tree level and parton showers.

4.9.1.4 POWHEG

POWHEG [24] [25] is a framework that provides NLO calculations, in this thesis the dijet [26]
calculations has been used which leads to the production of three partons at the final state.
Higher jet multiplicities in the events can be done by interfacing POWHEG to generators that
provide parton shower simulations, like PYTHIA.

4.9.1.5 NLOJet++
NLOJet++ [27, 28] is a program that calculates LO and NLO jet cross sections at a given renor-

malisation and factorisation scale and with agiven PDF set. The core library uses the Catani-
Seymour general algorithm that calculates jet cross sections in NLO based on the subtraction
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method. This calculation does not take into account non-perturbative contributions thus an
approximate corrections is applied usually derived by the monte carlo generators descibed
above.

4.9.2 FastNLO

FastNLO[29] is a framework that uses calculations from NLOJet++ but it uses some techniques
that disentangles the ag, PDF pertrurbative coefficients in the calculation. FastNLO produces
interpolation tables containing pQCD coefficents for one observable performing the compli-
cated calculations only once. Then it allows to calculate the observable by varying the as and
PDF in a fast way. It also allows the variation of renormalisation, factorisation scale and the
usage of various ag evolution schemes.

4.9.3 PDF Sets

The parton density functions are an indispensable part of the calculations. PDF sets are deliv-
ered by various groups that use different methods to constrain parton density functions. The
various groups deliver the PDF sets at a common file format that is treated by LHAPDF[30]
software.

The PDF sets contain information in discrete points in x and Q space, while the LHAPDF soft-
ware is an interpolator that evaluates the PDFs in a continous space. The PDF sets used in the
analysis are ABM11, CT10, NNPDF2.1, MSTW2008, and HERAPDF1.5. All groups use data
from various experiments besides HERAPDF that uses only HERA DIS data.

The various groups deliver their PDF sets in various ag(Myz) values and at differnet order of
patron evolution, NLO and NNLO. Different flavor schemes are employed by the groups; all
groups besides ABM use a variable flavour scheme, the various charachteristics of the PDF sets
are tabulated in table 5.

Table 5: The PDF sets used to compare the data with expectations together with the correspond-
ing number of active flavours N iz the assumed mass My of the Z boson, and the default values
of w S (M 7z ) .

Base set Refs. Ny Mz (GeV) as(Mz)
ABM11 [31] 5 91.174 0.1180
CT10 [32] <5 91.188 0.1180
HERAPDF1.5 [33] <5 91.187 0.1176
MSTW2008 [34] <5 91.1876 0.1202
NNPDF21 [35] <6 91.2 0.1190

4.9.3.1 Statistical Treatment and PDF uncertainties

The two methods that PDF groups treat the datasets that are used in the determination of the
PDF sets are the Hessian method and the Monte Carlo approach. NNPDF uses the Monte Carlo
approach while everyone else uses the Hessian method.

Each group follows a different parametrization which introduces different number of free pa-
rameters. For the Hessian approach each parameter correspond to two eigenvectors, one in the
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positive and one in the negative direction of the eigenvector. NNPDF delivers a Monte Carlo
sample of 100 or 1000 replicas of PDFs.

In order to calculate the PDF uncertainties the cross sections are calculated for each eigenvector
or replica, using fastNLO. The uncertainties for PDFs that use the Hessian method are calcu-
lated using the following formula:

d
(AXppr)? = k_Zl[X<S: ) — X(S¢)) (69)

] =

where d is the number of eigenvectors and AX is the uncertainty of the cross section and
X(S; ) is the predicted cross section for each eigenvector. The uncertainties in CT10 PDF
set are computed at 20 or 90% confidence level C.L., in order to scale these uncertainties down
to 1o the uncertainties are divided by a factor of v/2erf~1(0.9) ~ 1.645.

The uncertainty of the Monte Carlo PDF (NNPDF2.1) is calculated as the standard deviation of
the sample using the following formula:

Nrep
(8%por)? = gy L [X(a0) — (X(au))P” (70)

where N, is the number of replicas (N,., = 100 in the analyses of the following chapters), AX
is the uncertainty of the cross section and X(g;) is the predicted cross section for each replica.

Each PDF set is delivered in a particular as(Myz) depending on the fits performed by each
group, this set is also called as central PDF set. However PDF sets are delivered also in different
as(Myz) values. The central one is used for the comparisons with data while the rest for ag
fits. The ag(Myz) introduces an additional uncertainty to the calculations. The uncertainty is
calculated by re-evaluating the cross section by varying upwards and downwards the as(Mz)
by 5,,1(‘57 (depending on the uncertainty of each PDF):

(AXeg)* = X(as” £6,7) — X(as”) (71)

where X(ag?) is the cross section with the central PDF and X(as” 4 6,7) is the cross section
with the shifted as(Myz) by 10.

The PDF and as(Myz) uncertainties can be combined by adding them quadratically

(AXug4pDr)* = (AXas)* + (AXppF)? (72)
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5 Event Selection and Reconstruction

This chapter describes the methods used to reconstruct the objects, used in the analyses de-
scribed in the Chapters 6 and 7, such as jets and missing transverse energy (MET). It also
describes how jet’s energy and MET are corrected.

5.1 Reconstruction

Jets as described in theory chapter do not consist of a single particle thus sophisticated al-
gorithms are employed in order to identify the stream of particles as jets. The particle flow
reconstruction technique and the anti—kr clustering algorithm will be described in this section
as these algorithm used in the analyses in the Chapters 6 and 7.

5.1.1 Particle Flow Reconstruction

The Particle Flow (PF) reconstruction algorithm [36] identifies and reconstructs stable particles
such as electrons, muons, photons, charged or neutral hadrons from all sub-detectors of CMS
and it defines their energy, direction and type. The information of all particles is then used as
an input to the algorithm to build jets, MET, taus, to quantify charged lepton isolation, tag b
jets etc.

The algorithm starts by identifying muons, then the energy deposits and tracks of the muons
are removed from the list of all deposits and tracks detected. Then electron identification and
reconstruction follows by combining information from tracker and ECAL, then the information
used to build the PF electron is removed from the list. In the next step tighter criteria in track
selection is applied in order to reject fake tracks. Then the algorithm uses the rest of the tracks
and calorimeters deposits that can give rise to hadrons, photons and rarely muons. Then by
linking information from ECAL, HCAL and the trackers the algorithm decides whether there
are charged or neutral hadrons or photons.

The optimal combination of all particles is very important for jet reconstruction since a jet, let’s
say of 500 GeV consists of particles with transverse momentum at the order of ~ 10 GeV.

5.1.2 Clustering Algorithm

Jets cannot be determined by the PF algorithm alone, so an additional algorithm is required
to cluster particles into cones within determined borders. The analyses described in the next
chapters use the infrared and collinear safe algorithm, anti—k7 [37] as it is implemented by
FASTJET [38] package.

The parameters need to be defined in order to construct the algorithm are the distance between
particles i and j (d;;) and the distance between particle i and beam (d;3). Those parameters are
defined as

AZ
. 2 2 ij
dij = min(p7}, PT?)@ (73)
2
dip = p}; (74)
where Alzj = (yi — yj)* + (¢i — ¢;)% prijs ij, Vi), are respectively the transverse momentum,
azimuthal angle an the rapidity of particle i or j. The radius parameter R, is a constant that

defines the borders of the cone that defines a jet. The parameter p defines the dependence of
the algorithm to the particle’s momentum for k > 1 the algorithm starts with soft particles, for
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k < 1 starts this hard particles while k = 0 renders the algorithm independent of the energy.
The kr algorithm [39] uses p = 1, the Cambridge-Aachen uses p = 0 and the anti—kt uses
p=-—1

In order to explain the functionality of the algorithm, let us consider two hard particles pr2, pr1
and many soft particles. The variable d;; between the hard particle 1 and the soft particles is
mainly defined by the hard particle, therefore soft particles tend to cluster with hard ones. If
the hard particle has no other hard neighbours within a radius of 2R then it will congregate the
soft particles and form a perfectly conical jet. The algorithm can form non-conical jets in cases
hard particles are neighbouring in a distance Ay < 2R. The behaviour of the algorithm in the
various cases is described in [40].

5.2 Corrections

The calorimeters of the CMS detector has non-uniform and non-linear response in energy de-
posits by particles. Thus the measured energy of the particles needs correction in order to
correspond to the true particle energy. The following section describes how jet and missing
transverse energy are corrected.

5.2.1 Jets

CMS follows a factorized approach to jet energy corrections (JEC) [41], meaning that each effect
is taken care by a different level of correction. The corrections are applied as scale factor to the
four momentum of the jet level by level depending onjet’s pr, 77, flavour etc. as shown in figure
26. In analyses of the next chapters L1, L2, L3 and L2L3 corrections were used.

e L1Pile Up
This correction is applied to remove additional energy resulting from out of time
(pileup) events. These events do not participate in the hard scattering but they can
add fake energy to jets.

e L2 Relative Jet Correction This corrections is applied to make the response of the
detector flat versus 77 and is achieved by correcting a jet in arbitrary # to a jet in the
central region. The corrections are derived either by using MC or dijet events from
data.

e L3 Absolute Jet Correction
This corrections is applied to make the response of the detector flat versus pr. After
the application of the L2 correction the L3 corrections are derived either by using
MC or data (dijets,Z/y+jets).

e [21.3 Residuals
After applying the above corrections there is still some discrepancy between MC and
data. This discrepancy is compensated by the application of the L2L3 corrections.

L2Res (n) L3Res (pr) L5
dijets v/Z+jet, MJB
flavor

Appliedon MC — >

Figure 26: Sequential corrections of jets.
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5.3 Missing Transverse Energy

The missing transverse energy is defined as
EfY =) rhi (75)
i

where index i is summing over all reconstructed particles in the event. It can be factorized in
the terms of jets pr and unclustered particles in order to take advantage of JECs and correct r;
and it is written as

== ¥ ph— 76)

iuncl i,jets

The Type-I corrected Fr that uses JECs to correct jets is defined as:

E;ypd _ Z p}l . Z p}icorr (77)

i,uncl i,jets

Raw MET is used in the analyses of the next chapters since it is only used to apply a cut at

Er/ Y Er.
5.4 Trigger Efficiency

The first step of the analysis is the determination of the trigger paths that collect the data. The
triggers L1 and HLT have a nominal value where above that threshold are recording events.
The real value though that the triggers start recording data (fire) is not 100% of the nominal.
Thus a study is required to measure the value that triggers are 100% efficient.

Some triggers, in order to reduce even further the data taking, are recording only a fraction
of the events that pass the L1 and HLT requirements. The suppresion factor is called prescale
factor f,, which indicates the ratio of the events that fired the trigger N to the events that have
been recorded N;,:

Ny
fr= N, (78)

In the ideal case where two trigger paths, HLT JetX and JetY, are unprescaled (f, = 1) the ratio
of the spectrum recorded by the two trigger gives the trigger efficiency e:

_ Obs(HLTJetY)

= Obs(HLTJetX) @)

In the case thought that the trigger paths are prescaled, elaborate techniques are needed to
measure the value that the triggering is fully efficient. A pseudo-emulation technique is used
to measure the trigger efficiency in the analyses described in the following chapters.

The pseudo-emulation technique can be described by the following three steps:

e Fill a histogram with the observable, (i.e. 3—jet cross section as a function of (pr12))
using an HLT path (i.e. HLT Jet240).
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e Access the L1 and HLT objects of the jets that filled the histogram. Check if the
objects pass the requirements for the next trigger(i.e HLT Jet370) and fill a histogram
with these jets.

e Divide the two, fit with the error function and get the point which the error function
reached the 99% of the plateau.

Figure 27 shows the trigger efficiency used for the ratio of 3—jet to 2—jet inclusive cross sections
analysis described in 6.2.
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6 Analysis at /s = 7TeV

This chapter describes the measurement of two observables with jets in final state, both using
data from pp interactions at /s = 7 TeV. The first measurement, presented in subsection 6.1 is
the inclusive jet cross section, as it was published by CMS in [42], an observable proportional
to (x%. The second measurement, presented in subsection 6.2, is the ratio of the inclusive 3—jet
to 2—jet cross sections, an observable proportional to ag. Both observables are used to extract
the strong coupling constant.

6.1 The Inclusive Jet Cross Section Measurement

This subsection describes the extraction of the strong coupling constant, s, from the inclu-
sive jet cross section measurement at /s = 7 TeV. Subsection 6.1.1 gives a brief description of
the measurement. Subsection 6.1.2 describes the theoretical components of the analysis while
section 6.1.3 the extraction of the ag at the mass of vector boson Z.

6.1.1 The Measurment Overview

The events analyzed in the following analysis were collected by the CMS detector at proton-
proton collisions at /s = 7 TeV in 2011 and correspond to an integrated luminosity 5.0 fb~1.
The particles used in the jet clustering were reconstructed using the PF technique and jets were
clustered using the anti-kt algorithm with the radius parameter set at R = 0.7. The data were
collected using single-jet HLT triggers, the integrated luminosity collected by each trigger path
is shown in table 6.

Table 6: The integrated luminosity for each trigger sample considered in this analysis.

HLT pr threshold (GeV) 60 110 190 240 320

E(pb_l) 041 73 152 512 4980

In order to suppress non-physical jets it is required that each jet should contain at least two par-
ticles, one of which is a charged hadron, and the jet energy fraction carried by neutral hadrons
and photons should be less than 90%. The comparison of [/ }_ Er distribution from data and
QCD simulation is shown in figure 28, above £r/ Y Er = 0.3 the QCD simulation cannot de-
scribe data. The region E1/ Y Er > 0.3 is discarded from the dataset since is populated from
events originating from processes such as Z+jet(s) and W+jet(s).

The double differential cross section that is studied in this section is defined as:
e 1 Njets
dprdy — eLiw Apr(24]y])
where € is the product of trigger and event selection efficiencies, L;,; is the integrated luminos-
ity of the data sample, Nj,; is the number of jets in the bin, Apr and Aly| are the bin widths of

transverse momentum and rapidity. The analysis recorder jets with minimum pr = 114 GeV
in five rapidity bins of width Ay = 0.5 up to |y| < 2.5.

(80)

The inclusive jet pr spectrum was reconstructed in five exclusive regions by taking into account
the efficiency of each trigger path. The spectrum for the innermost rapidity bin, at detector level
is shown in figure 29.

The detector-level spectrum suffers from smearing effects due to the finite resolution of the
detector thus it cannot be compared with measurements from different experiments or with
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particle-level simulations. In order to remove the smearing effects the unfolding technique has
been used as is implemented in the ROOUNFOLD package, using the iterative Bayesian method.
The unfolding method takes as input the detector-level spectrum and the migration matrix that
maps the generator-level jets to the detector-level jets. The migration matrix is shown in figure
30, the matrix is derived from MC simulations. The output of the unfolding is the particle-level
spectrum and the correlation matrix that is used in the chi-squared fit for the extractions of the
g (M Z ) .
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Figure 30: Migration matrix, mapping the generator-level (true) to detector-level (measured)
jet pPT.

6.1.1.1 Experimental uncertainties

The main experimental uncertainties originate from the jet energy scale (JES), the unfolding
method, and the luminosity. There is also a small uncertainty 1% assigned in jet pr to take into
account small effects due to trigger or jet identification inefficiencies.

The jet-energy calibration procedure and the ways to estimate the JES uncertainty is described
in Ref.[43]. The energy of reconstructed jets is corrected as described in subsection 5.2.1. There
are 16 important sources of jet energy corrections for this analysis and each one is accompanied
by it’s uncertainty. The 16 sources are listed below:

e ABSOLUTE: Absolute uncertainty.
Using data with photon+jet and Z+jet events an absolute calibration of jet energies
is performed in the jet pt range of about 30-600 GeV. Uncertainties in the determina-
tion of electromagnetic energies in the ECAL, of the muon momenta from Z — upu
decays, and of the corrections for initial- (ISR) and final-state (FSR) radiation are
propagated together with the statistical uncertainty to give the absolute JES uncer-
tainty.

e HIGHPTEXTRA: High and low pt extrapolation uncertainty.



56 6 Analysis at /s = 7TeV

Where an absolute calibration with data is not possible, events are produced with the
event generators PYTHIA6 and HERWIG++ and are subsequently processed through
the CMS detector simulation based on GEANT4 [44]. Differences in particular in
modelling the fragmentation process and the underlying event lead to an extrapola-
tion uncertainty relative to the directly calibrated jet pr range of about 30-600 GeV.

e SINGLEPION: High and low pt extrapolation uncertainty.
This source accounts for a +3% variation in the single particle response that is prop-
agated to jets using a parameterized fast simulation of the CMS detector [45].

e FLAVOR: Jet flavor related uncertainty.
Differences in detector response to light, charm, and bottom quark as well as gluon
initiated jets relative to the mixture predicted by QCD for the measured processes
are evaluated on the basis of simulations with PYTHIA6 and HERWIG++.

e TIME: Uncertainty caused by time dependent detector effects.
This source considers residual time-dependent variations in the detector conditions
such as the endcap ECAL crystal transparency.

e RELATIVE: 77-dependent uncertainties coming from the dijet balance method.

e RELATIVEJER: Caused by the jet pt resolution (JER).
These are three separate sources RELATIVEJEREC1, RELATIVEJEREC2,
and RELATIVEJERHF, which are assumed to be fully correlated for the
endcap with upstream tracking detectors (EC1), the endcap without up-
stream tracking detectors (EC2), and the hadronic forward calorimeter
(HF).

e RELATIVEFSR: -dependent uncertainty caused by corrections for final-
state radiation.
The uncertainty is correlated from one region to the other and increases
towards HF.

e RELATIVESTAT[EC2][HF]: Statistical uncertainty in the determination of
n-dependent corrections.
These are two separate sources for the endcap without upstream tracking
detectors (EC2), and the hadronic forward calorimeter (HF).

e PILEUP[DATAMC][OOT][PT][BIAS][JETRATE]: Uncertainties for the pile-up cor-
rections.
These are five separate sources of uncertainty. PILEUPDATAMC parameterizes dif-
ferences between data and MC events versus 7 in Zero Bias data. PILEUPOOT esti-
mates residual out-of-time pile-up for prescaled triggers, if MC events are reweighted
to unprescaled data. PILEUPPT covers for an offset dependence on jet pr (due to e.g.
zero-suppression effects), when the correction is calibrated for jets in the pr range of
20—30 GeV. PILEUPBIAS accounts for differences in measured offset from Zero Bias
(neutrino gun) MC events and from MC truth in a QCD sample. PILEUPJETRATE
covers for observed jet rate variations versus the average number of reconstructed
primary vertices in the 2011 single jet triggers after applying L1 corrections.

The 16 sources are mutually uncorrelated and initially reported as fully correlated across pr and
ly|. However an unphysical behaviour was observed during the fitting procedure of as(Mz)
demanding a more detailed study of the JES correlations. A study performed varying the corre-
lation factors of the various JES sources which showed that the x? and as(My) is dramatically
increased after applying 100% correlation. This behaviour led to a further examination of the
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JES correlations that lead to reduction of the correlation of one source (Single Pion). Instead of
the fully correlated across the |y| bins matrix (Csp = 1) the partially correlated was used:

1 05 05 0 0

05 1 05 00

Csp=1] 0505 1 00
0 0 0 11

0O 0 0 11

The unfolding method as described in the previous subsection introduces an uncertainty in the
measurement. The unfolding uncertainty is estimated to be of the order of 3 — 4% and is fully
correlated across pr and |y| bins.

The uncertainty on the integrated luminosity [46] is flat 2.2%. The uncertainty is directly prop-
agated to cross section as a normalization uncertainty and is fully correlated across pr and |y|
bins.

There is also a small uncertainty 1% assigned in jet pr to take into account small effects due to
trigger or jet identification inefficiencies which is uncorrelated across pr and bins.

The unfolded measured spectrum compared to dijet calculations at NLO using POWHEG in-
terfaced to PYTHIA6 and corrected with electroweak (EW) corrections [47, 48] is shown in fig-
ure 31.
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Figure 31: The unfolded differential inclusive jet cross section as a function of pr in five |y| bins.
Theoretical predictions using POWHEG interfaced to PYTHIA6 shown in red. Data points with
experimental and systematic uncertainties shown in black points.
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6.1.2 Theoretical Components and Comparison with Data

6.1.2.1 Comparison to Theory

The inclusive jet cross sections are compared to dijet next-to-leading order (NLO) calcula-
tions. The calculations performed using the NLOJET++ parton generator within the FASTNLO
framework. For the calculations four PDF sets were used, ABM11,CT10, MSTW2008, and
NNPDEF2.1, both at NLO and NNLO. Since NLOJET++ does not simulate MPI and hadroniza-
tion, in order to compensate the non-perturbative effects theory is corrected with mulitplicative
factors, as described in subsection 4.8.4, derived using the monte carlo generators HERWIG++,
PYTHIA6 and POWHEG. Figure 32 shows the NP corrections for the innermost and outermost
rapidity bins derived from the three MC generators.
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Figure 32: Non pertubative corrections for two |y|, derived using HERWIG++, PYTHIA6 and
POWHEG.

The final NP corrections that are applied to theory are shown in in figure 33 obtained from the
envelope of the three predictions.

Figures 34-41 present the comparison of data to theory, where the blue points (data) are pre-
sented with the total uncertainty (both statistical and systematic). The green lines present the
PDF uncertainty that has been calculated according to the prescription given by each collab-
oration which provides the PDF set, also described in subsection 4.9.3. The red line present
the scale uncertainty due to renormalization and factorization. The uncertainties due to the
renormalization (y,) and factorization (s ) scales are evaluated by varying the default choice
of , = ps = (pr1,2) between (pr12) /2 and 2(pr12) in the following six combinations (p;, pf) =
((p112) /2, {p112)/2), (2(p112), 2(P112)), ((P112), (P112) /2), ({P11,2), 2(P112)), ((P112) /2, {PT12))
and (2(pr12), (p11,2)), the maximum upwards and downwards deviation is considered as the
uncertainty. For each PDF set the default ag(Myz) value is chosen. A good aggreement is ob-
served between theory and data besides the case were ABM11 is used.
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Figure 33: Non pertubative corrections for all |y| bins, derived using the envelope of predictions

from HERWIG++, PYTHIA6 and POWHEG.
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Figure 34: Ratio of the inclusive jet cross section to theory predictions using the ABM11-NLO
PDF set for the five rapidity bins, where the ag(My) value is varied in the range 0.110-130 in
steps of 0.001. The error bars correspond to the total uncertainty.
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PDF set for the five rapidity bins, where the ag(My) value is varied in the range 0.112-0.126 in
steps of 0.001. The error bars correspond to the total uncertainty.



62

6 Analysis at \/s = 7TeV

16

14

1.2

0.8

Ratio to NLO(MSTW-NLO) O NPC

0.6

16

14

12

0.8

Ratio to NLO(MSTW-NLO) O NPC

0.6

— T = 6] 1.6 ]
- Iyl<0.5 CcMs - % - 15<lyj<2.0 cMs E
r . Vs=7Tev N r ) Vs=7Tev T
FT pumeson) B S pmtumeson) anik, R=q7 E
[~ a(m)=01202 i (o) 14 [~ aM)=01202 i
[ - - - Scale uncertainty ] 5 [ - - - Scale uncertainy ]
[ — POF uncertainy ] ';; 12 [ — POF uncertainy ]
: W] B LLLLH ]
[ porog-ooorom=renmncm==rr STTTHI TH: ] % 1= B o by Ry o e = ]
et R T - T ==
- Ian g O T 33— =4 r e g i 1
Saar i) i e A B T otk St 2 ons AR |
- — £ o8| 7
L - © L -
C a1 o4 C ]
= ] - 0.6 :0- ] ]
2x10%  3x10° 0’ 10° 10? 2x10°  3x10% 4x10° 0?
Jet P, (G V) Jet p_ (GeV)
— T = O 16F ]
- 05<ly|<1.0 CcMs B % r 20<yl<25 cMs B
L Data (Int. Lumi. = 5.0 o) g‘i:_z o7 ] o C Data (Int. Lumi. = 5.0 fb) arnti:-lz S ]
[ NLO [0 NPC MSTW-NLO T | — [ NLO [ NPC MSTW-NLO T 1
[~ a(m)=01202 i o) 1.4 [~ aM)=01202 i
L - -~ scaleuncertainty o 2‘ L - - - Scale uncertainty i
[ — POFuncertainy ] é 12 [ — POFuncerainy ]
: dorl 1) LLLL |
r i e 5 e il [ S LFJLN > et S B
] = = — T
: — f 2 T T
C 3 S C I SR e ) T e - ]
— — g o8 RN
L - © L . -
C a1 o4 C ]
= . . | = 0.6= . . A —
2x10°  3x10? 10° 2x10° 3x10%  4x10°

Jet P, (GeV) Jet P, (GeV)

O 16F " 1 —

% - 104lyl<1.5 cMs b

O N Data (Int. Lumi. = 5.0 fb™) E;Z TF?Z 07 ]

—~ 1.4 ____ NLOONPCMSTW-NLO T 7

(o] AT ay(M,) =0.1202 i

2 L - -~ Scale uncertainty 4

> [T —— PDF uncertai N

E 120 incertainty ]

5 C i

s C i

S P M kel el i == 7'r'r‘rf‘rd -1

2 T EHH -

=] For T 1 T T rrradri1-Frt--Frt444-9----1 .

£ o8 —

o1 L 4

24 L m

0.6= | —

2x10°  3x10? 10°
Jet P, (GeV)

Figure 36: Ratio of the inclusive jet cross section to theory predictions using the MSTW2008-
NLO PDF set for the five rapidity bins, where the ag(My) value is varied in the range 0.110-
0.130 in steps of 0.001. The error bars correspond to the total uncertainty.
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Figure 37: Ratio of the inclusive jet cross section to theory predictions using the NNPDF2.1-
NLO PDF set for the five rapidity bins, where the ag(My) value is varied in the range 0.116-
0.122 in steps of 0.001. The error bars correspond to the total uncertainty.
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Figure 38: Ratio of the inclusive jet cross section to theory predictions using the ABM11-NNLO
PDF set for the five rapidity bins, where the ag(My) value is varied in the range 0.104-120 in
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Figure 39: Ratio of the inclusive jet cross section to theory predictions using the CT10-NNLO
PDF set for the five rapidity bins, where the ag(My) value is varied in the range 0.110-0.130 in
steps of 0.001. The error bars correspond to the total uncertainty.
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Figure 40: Ratio of the inclusive jet cross section to theory predictions using the MSTW2008-
NNLO PDF set for the five rapidity bins, where the ag(My) value is varied in the range 0.107-
0.127 in steps of 0.001. The error bars correspond to the total uncertainty.
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Figure 41: Ratio of the inclusive jet cross section to theory predictions using the NNPDF2.1-
NNLO PDF set for the five rapidity bins, where the ag(Myz) value is varied in the range 0.106-
0.124 in steps of 0.001. The error bars correspond to the total uncertainty.
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6.1.3 Sensitivity of the inclusive jet cross section to as(Mz)

The extraction of the strong coupling constant from data relies on the sensitivity of the mea-
sured quantity to variations of as. In order to check the sensitivity of the double differential
cross section to variations of ag, calculations performed by varying the as in steps of 0.001.
Figures 4245 present the ratio of data to the theory for all variations in ag(Mz) available for
each PDF set. For this study the ABM11, CT10, MSTW2008 and NNPDF2.1 in NLO and NNLO
were used. Besides ABM11 which cannot describe the data, the rest of the PDF sets give a sat-
isfactory description of them and a sufficient sensitivity to the variation of as. Therefore the
ABM11 PDF set were excluded for the fitting procedure which is described in the next section.
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Figure 42: Ratio of the inclusive jet cross section to theory predictions using the ABM11-NLO
PDF set for the five rapidity bins, where the ag(My) value is varied in the range 0.110-130 in
steps of 0.001. The error bars correspond to the total uncertainty.
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Figure 43: Ratio of the inclusive jet cross section to theory predictions using the CT10-NLO
PDF set for the five rapidity bins, where the ag(My) value is varied in the range 0.112-0.126 in
steps of 0.001. The error bars correspond to the total uncertainty.
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Figure 44: Ratio of the inclusive jet cross section to theory predictions using the MSTW2008-
NLO PDF set for the five rapidity bins, where the ag(My) value is varied in the range 0.110-
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Figure 45: Ratio of the inclusive jet cross section to theory predictions using the NNPDF2.1-
NLO PDF set for the five rapidity bins, where the ag(My) value is varied in the range 0.116-
0.122 in steps of 0.001. The error bars correspond to the total uncertainty.
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Figure 46: Ratio of the inclusive jet cross section to theory predictions using the ABM11-NNLO
PDF set for the five rapidity bins, where the ag(My) value is varied in the range 0.104-120 in
steps of 0.001. The error bars correspond to the total uncertainty.
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Figure 47: Ratio of the inclusive jet cross section to theory predictions using the CT10-NNLO
PDF set for the five rapidity bins, where the ag(My) value is varied in the range 0.110-0.130 in
steps of 0.001. The error bars correspond to the total uncertainty.
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Figure 48: Ratio of the inclusive jet cross section to theory predictions using the MSTW2008-
NNLO PDF set for the five rapidity bins, where the ag(My) value is varied in the range 0.107-
0.127 in steps of 0.001. The error bars correspond to the total uncertainty.
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Figure 49: Ratio of the inclusive jet cross section to theory predictions using the NNPDF2.1-
NNLO PDF set for the five rapidity bins, where the ag(Myz) value is varied in the range 0.106-
0.124 in steps of 0.001. The error bars correspond to the total uncertainty.



76 6 Analysis at /s = 7TeV

6.1.4 The fitting procedure

The value of a5(My) is determined by minimizing the x> between the experimental measure-
ment and the theoretical predictions. The x? is defined as

2= MCM, (82)

where M is the vector of the differences between the data (D?) and the theoretical values (T) in
each bin i,

M =D - T, (83)

and C is the covariance matrix including all uncertainties as described in Ref.[49]. C is defined
as

c=C OVStat + E C OVIES Sources +C OVUnfolding +C OVLumi +C OVUr1cor +C OVPDF , (8 4)

where:

e Cov™™ is the statistical covariance matrix taking into account the correlations due to

unfolding.

o CovIESSourees are the covariance matrices taking into account all Jet Energy Scale (JES)

systematic uncertainty sources.

o CovUnflding jg the covariance matrix taking into account the unfolding systematic
uncertainty.

e CovM™ is the covariance matrix taking into account the luminosity systematic un-
certainty.

e CovU™ is the covariance matrix taking into account all uncorrelated systematic
uncertainties such as small trigger and identification inefficiencies, time dependence
of the jet pt resolution and uncertainty on the trigger prescale factor.

e Cov'PF is the covariance matrix taking into account the PDF uncertainties.
All JES sources, the unfolding, and luminosity systematic uncertainties are treated as 100%
correlated across the pr and |y| bins with the exception of one JES source (Single Pion) were the
correlation across the |y| bins is treated as:

e 50% correlation in barrel (|y| < 1.5)

e 100% correlation in endcap (1.5 < |y| < 2.5)

e (0% correlation between barrel and endcap
The JES, unfolding, and luminosity uncertainties are treated as multiplicative to avoid the sta-

tistical bias that arises when estimating uncertainties from data[50]. Multiplicative treatment
means for each ag(Myz) the covariance matrix is calculated using the theoretical spectrum.

The uncertainty on ag(Myz) due to the NP uncertainties is evaluated applying the offset method.
The theory is varied by the NP uncertainty as Tys - NP — Tys - (NP £ NP,y ) the fitting pro-
cedure is repeated for these variations and the deviation from the central ag(Myz) values is
considered as the uncertainty.
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The treatment of PDF uncertainties depends on the prescription given by each PDF set. A more
detailed description is given in subsection 4.9.3

The uncertainty due to the renormalization and factorization scales is evaluated by applying
the offset method, where i, and y are varied from the default choice of y, = py = pr be-
tween pr/2 and 2pr in the following six combinations: (u,/pr, p¢/pr) = (1/2,1/2), (1/2,1),
(1,1/2), (1,2), (2,1), and (2,2). The x> minimization with respect to as(Mz) is repeated for
these six combinations. The contribution from the yu,, u f scale variations to the uncertainty
is evaluated by considering the maximal upwards and downwards deviation of all six scale
combinations from the central result.

6.1.4.1 Fit results for as(Mz) with the CT10-NLO and NNLO PDF sets.

Figure 50 shows the x> minimization with respect to as(My) using the CT10-NLO PDF using
data from all rapidity bins. Figure 51 shows the x*> minimization by varying the scale be-
tween pr/2 and 2pr in six combinations. The experimental uncertainties are obtained from the
as(Mz) values for which the x? is increased by 1 with respect to the minimum value. Figures 52
and 53 shows the same results using the CT10-NNLO PDF set. In appendix B the results for
each rapidity bin are presented.

Table 7 and 8 present the determinations of ag(Myz) in bins of rapidity using the CT10-NLO
and CT10-NNLO PDF set respectively. In the last row of the table the result of a simultaneous
fit of all rapidity bins is shown. In the table the experimental, PDF, NP, and scale uncertainties
are also presented separately. The individual contributions of the first three uncertainty sources
is evaluated by removing each time one of the uncertainty sources, appearing in Eq. (87), and
repeating the x> minimization procedure.

For the two outer rapidity bins (2.0 < |y| < 2.5 and |y| < 2.5) the CT10-NLO PDF sets for
various &g are not enough to give a full x? parabola. For these cases the HOPPET code used in
order to calculate cross sections for lower ag. This procedure adds an extra uncertainty in the
evaluation of as(Myz) noted as “extr” in Table 7. This uncertainty is negligible compared to the
experimental one. The description at this procedure can be found in Appendix A.
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Figure 50: ALL rapidity bins |y| < 2.5. The x?> minimization with respect to as(Myz) using the
CT10-NLO PDF set is presented. The experimental uncertainties are obtained from the ag(Mz)
values for which x? is increased by 1 with respect to the minimum value.
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Figure 51: ALL rapidity bins |y| < 2.5. The x?> minimization by varying the scale between
pr/2 and 2pT in six combinations is presented.
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Table 7: Determination of ag(Myz) in bins of rapidity using the CT10-NLO PDF set. The last
row presents the result of a simultaneous fit in all rapidity bins.

1y] range e o data as(My) 2/ Mo
ly] <05 33 0.1189 £ 0.0024(exp) =+ 0.0030(PDF) 16.2/32
+0.0008(NP) F0002> (scale)
05 < [y] <10 30 0.1182 £ 0.0024(exp) =+ 0.0029(PDF) 25.1/29
+0.0008(NP) 3005 (scale)
1L0< [y <15 27 0.1165 £ 0.0027 (exp) = 0.0024(PDF) 9.6/26
+0.0008(NP) " 0000 (scale)
15<[y[ <20 24 0.1146 £ 0.0035(exp) = 0.0031(PDF) 20.2/23
£0.0013(NP) £ 0.0004(extr) *00055 (scale)
20 <|y[ <25 19 0.1161 £ 0.0045(exp) = 0.0054(PDF) 12.6/18
4+0.0015(NP) = 0.0003 (extr) 09037 (scale)
ly] <25 133 0.1185 £ 0.0019(exp) + 0.0028(PDF) 104.1/132
+0.0004(NP) 00052 (scale)

Table 8: Determination of ag(My) in bins of rapidity using the CT10-NNLO PDF set. The last
row presents the result of a simultaneous fit in all rapidity bins.

No. of data

|y| range points as(Mz) X2/ aof
<05 33 0.1180 =+ 0.0017(exp) + 0.0027(PDF)  15.4/32
y p
4+0.0006(NP) 00054 (scale)
05< [y <10 30 0.1176 + 0.0016(exp) + 0.0026(PDF)  23.9/29
£0.0006(NP) 00555 (scale)
10<[y[<15 27 0.1169 =+ 0.0019(exp) + 0.0024(PDF)  10.5/26
£0.0006(NP) 73.9%5 (scale)
15 < [y] <20 24 0.1133 £ 0.0023 (exp) + 0.0028(PDF)  22.3/23
+0.0010(NP) 59959 (scale)
20<|y[ <25 19 0.1172 + 0.0044(exp) + 0.0039(PDF)  13.8/18
+0.0015(NP) 0004 (scale)
<25 133 0.1170 = 0.0012(exp) + 0.0024(PDF) 105.7/132
y p
4+0.0004(NP) 0033 (scale)
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6.1.4.2 Fit results for a5 (Mz) with the MSTW2008-NLO and NNLO PDF sets.

Figure 54 presents the x> minimization with respect to as(Mz) using the MSTW2008-NLO PDF
set. The results are presented for each rapidity bin separately and for a simultaneously fit on
all rapidity bins (last plot on the right in the bottom).

Table 9 presents the determinations of as(Myz) in bins of rapidity using the MSTW2008-NLO
PDF set. In the last row of the table the result of a simultaneous fit of all rapidity bins is shown.
The results using the MSTW2008-NNLO PDF set are presented in Table 10 and in Fig. 102.

Within uncertainties all results employing MSTW2008 PDF sets are compatible with the CT10
fits in the previous section. From Fig. 101 clear minima of the x? parabola can be seen except
for the rapidity bin 1.5 < |y| < 2.0 where a minimum is derived from a polynomial extrap-
olation. The MSTW2008-NLO PDF set therefore was not selected for the central result. Also
from Fig. 102 the appearance of a “second” minimum can be noted for the two bins at higher
rapidity and in the simultaneous fit of all rapidity bins.
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Figure 54: The x? minimization with respect to as(M) using the MSTW2008-NLO PDF set.
The experimental uncertainties are obtained from the as(Myz) values for which x? is increased
by 1 with respect to the minimum value. Top left: rapidity |y| < 0.5. Top right: rapidity
0.5 < |y| < 1.0. Middle left: rapidity 1.0 < |y| < 1.5. Middle right: rapidity 1.5 < |y| < 2.0.
Bottom left: rapidity 2.0 < |y| < 2.5. Bottom right: all rapidity bins |y| < 2.5.
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Figure 55: The x? minimization with respect to as(My) using the MSTW2008-NNLO PDF set.
The experimental uncertainties are obtained from the as(My) values for which x? is increased
by 1 with respect to the minimum value. Top left: rapidity |y| < 0.5. Top right: rapidity
0.5 < |y| < 1.0. Middle left: rapidity 1.0 < |y| < 1.5. Middle right: rapidity 1.5 < |y| < 2.0.
Bottom left: rapidity 2.0 < |y| < 2.5. Bottom right: all rapidity bins |y| < 2.5.
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Table 9: Determination of ag(Myz) in bins of rapidity using the MSTW2008-NLO PDF set. The
last row presents the result of a simultaneous fit in all rapidity bins.

ly| range No. of ag(Mz) X2/ ngof
points

ly[ <05 33 [ 0.1173 £0.0016(exp) £ 0.0016(PDF)  15.1/32
+0.0001(NP) )00 (scale)

05<y/<1.0 30 |0.1184+0.0017(exp) + 0.0015(PDF)  23.9/29
£0.0002(NP) F 000047 (scale)

10<|y[<15 27 |[0.1161+0.0021(exp) = 0.0014(PDF)  10.8/26
-+0.0003(NP) 59533 (scale)

15<[y[<20 24 |[0.1086+0.0029(exp) + 0.0012(PDF)  26.8/23
+0.0009(NP) 00035 (scale)

20<[y[<25 19 [0.1128 +0.0042(exp) + 0.0012(PDF)  13.7/18
+0.0012(NP) F004; (scale)

ly[ <25 133 | 0.1159 + 0.0012(exp) + 0.0014(PDF) 107.9/132

+0.0001(NP) 70002 (scale)

Table 10: Determination of ag(My) in bins of rapidity using the MSTW2008-NNLO PDF set.
The last row presents the result of a simultaneous fit in all rapidity bins.

ly| range No. of as(Mz) X%/ Nof
points

ly[ <05 33 [ 0.1154 £0.0013(exp) + 0.0014(PDF)  14.8/32
+0.0001(NP) 0000, (scale)

05<y/<1.0 30 [0.1163+0.0014(exp) -+ 0.0014(PDF) 24.6/29
+0.0001(NP) 00015 (scale)

10<|y/<15 27 |0.1147£0.0017(exp) = 0.0011(PDF)  9.1/26
+0.0002(NP) F002% (scale)

15<|y[<20 24 |[0.1078+0.0020(exp) + 0.0017(PDF)  29.0/23
+0.0006(NP) 30033 (scale)

20<[y[<25 19 |0.1107 +0.0031(exp) £ 0.0017(PDF)  14.1/18
+0.0008(NP) 00035 (scale)

ly] <25 133 | 0.1136 £ 0.0010(exp) = 0.0011(PDF)  108.8/132

+0.0001(NP) 0007 (scale)
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6.1.4.3 Fit results for a5 (Mz) with the NNPDF2.1-NLO and NNLO PDF sets.

Figure 56 presents the x> minimization with respect to as(My) using the NNPDF2.1-NLO PDF
set. The results are presented for each rapidity bin separately and for a simultaneously fit on
all rapidity bins (last plot on the right in the bottom).

Table 11 presents the determinations of ag(Myz) in bins of rapidity using the NNPDF2.1-NLO
PDF set. In the last row of the table the result of a simultaneous fit in all rapidity bins is shown.
The results using the NNPDF2.1-NNLO PDF set are presented in Table 12 and in figure 57.

Results employing NNPDF2.1 PDF sets are compatible with the previous fits using CT10 or
MSTW2008. From Fig. 56 it can be concluded though that the limited lower ag(My) variations
of this PDF set do not allow to clearly identify the minima of the x* parabola, such that again
an extrapolation is necessary. This is not the case for the NNPDF2.1 set at NNLO evolution.

As an additional cross check Table 13 and Table 14 report the results using both NNPDF2.1 PDF
sets in combination with NLO perturbative coefficients with six active flavours, i.e. N =6
The fit results for as(Mz) derived with Ny = 6 are ~1% higher than for Ny = 5, but are well
covered by the NLO scale uncertainties.
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Figure 56: The x? minimization with respect to as(My) using the NNPDF2.1-NLO PDF set.
The experimental uncertainties are obtained from the as(Myz) values for which x? is increased
by 1 with respect to the minimum value. Top left: rapidity |y| < 0.5. Top right: rapidity
0.5 < |y| < 1.0. Middle left: rapidity 1.0 < |y| < 1.5. Middle right: rapidity 1.5 < |y| < 2.0.
Bottom left: rapidity 2.0 < |y| < 2.5. Bottom right: all rapidity bins |y| < 2.5.
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Figure 57: The x? minimization with respect to a5(My) using the NNPDF2.1-NNLO PDF set.
The experimental uncertainties are obtained from the as(My) values for which x? is increased
by 1 with respect to the minimum value. Top left: rapidity |y| < 0.5. Top right: rapidity
0.5 < |y| < 1.0. Middle left: rapidity 1.0 < |y| < 1.5. Middle right: rapidity 1.5 < |y| < 2.0.
Bottom left: rapidity 2.0 < |y| < 2.5. Bottom right: all rapidity bins |y| < 2.5.
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Table 11: Determination of as(Mz) in bins of rapidity using the NNPDF2.1-NLO PDF set. The
last row presents the result of a simultaneous fit in all rapidity bins.

ly| range No. of ag(Mz) X2/ ngof
points

ly[ <05 33 [ 0.1153 £0.0019(exp) £ 0.0024(PDF)  16.1/32
+0.0007(NP) F00052 (scale)

05<[y[<1.0 30 |[0.1158+0.0017(exp) & 0.0023(PDF)  25.0/29
+0.0005(NP) 0022 (scale)

10<|y[<15 27 |0.1135+0.0023(exp) = 0.0024(PDF)  10.8/26
+0.0006(NP) 0005 (scale)

15<|y[<20 24 [0.1108+0.0039(exp) = 0.0021(PDF) 22.5/23
+0.0009(NP) 0005 (scale)

20< [y <25 19 |0.1152+0.0049(exp) £ 0.0043(PDF)  14.0/18
+0.0025(NP) F 00 (scale)

ly| <25 133 | 0.1150 = 0.0014(exp) =+ 0.0025(PDF) 103.5/132

-£0.0003(NP) 0998 (scale)

Table 12: Determination of ag(Myz) in bins of rapidity using the NNPDF NNLO PDF set. The
last row presents the result of a simultaneous fit in all rapidity bins.

ly| range No. of as(Mz) X2/ Naof
points

ly[ <05 33 [ 0.1173 £0.0016(exp) & 0.0019(PDF)  15.2/32
+0.0001(NP) 0003 (scale)

05<y/<1.0 30 [0.1180+0.0015(exp) = 0.0017(PDF)  23.6/29
+0.0002(NP) 00012 (scale)

10<[y[<15 27 [0.1165+0.0020(exp) +0.0016(PDF)  9.7/26
+0.0001(NP) " 0-00% (scale)

15<|y[<20 24 |0.1133£0.0026(exp) = 0.0022(PDF)  22.4/23
+0.0005(NP) 30057 (scale)

20<[y[<25 19 |0.1159 +0.0045(exp) + 0.0031(PDF)  14.0/18
+£0.0012(NP) T).9%% (scale)

ly| <25 133 | 0.1175 +0.0012(exp) + 0.0018(PDF) 103.0/132

+0.0001(NP) 0502 (scale)
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Table 13: Determination of ag(Myz) in bins of rapidity using the NNPDF2.1-NLO PDF set in
combination with perturbative coefficients for Ny = 6. The last row presents the result of a

simultaneous fit in all rapidity bins.

ly| range No. of ag(Mz) X2/ g
points

ly[ <05 33 | 0.1164 + 0.0018(exp) + 0.0024(PDF)  15.9/32
-£0.0006(NP) T0-9932 (scale)

05<|y[<1.0 30 |0.1168+0.0017(exp) = 0.0023(PDF)  24.5/29
-£0.0005(NP) T0-95% (scale)

10<|y[<15 27 |0.1146+0.0023(exp) + 0.0024(PDF)  11.1/26
+0.0005(NP) 00053 (scale)

15<|y[<20 24 |0.1120 +0.0037(exp) + 0.0021(PDF)  22.6/23
+0.0009(NP) 700023 (scale)

20< [y[<25 19 | 0.1165 + 0.0047(exp) 4+ 0.0042(PDF)  12.2/18
+£0.0023(NP) 5005 (scale)

< 2. . . eXx . .

ly[ <25 133 | 0.1158 & 0.0014(exp) + 0.0025(PDF)  102.6/132

£0.0002(NP) 5002 (scale)

Table 14: Determination of as(My) in bins of rapidity using the NNPDF NNLO PDF set in
combination with perturbative coefficients for Ny = 6. The last row presents the result of a

simultaneous fit in all rapidity bins.

ly| range No. of as(Mz) X2/ Ndof
points
<05 33 | 0.1181 £ 0.0016(exp) & 0.0019(PDF)  14.9/32

y p
-£0.0001(NP) 0993 (scale)

05<]y[<1.0 30 |0.1187+0.0015(exp) + 0.0017(PDF)  23.1/29
-£0.0002(NP) T0.9513 (scale)

1.0<|y[<15 27 |0.1171=+0.0020(exp) = 0.0015(PDF)  9.6/26
-£0.0001(NP) 9523 (scale)

15<|y[<20 24 |0.1142=+0.0026(exp) = 0.0020(PDF)  23.0/23
+0.0005(NP) 0-00% (scale)

20<[y[<25 19 | 0.1168 =+ 0.0044(exp) + 0.0030(PDF)  12.2/18
+0.0012(NP) 0035 (scale)

ly[ <25 133 | 0.1181 = 0.0012(exp) + 0.0018(PDF) 101.9/132
£0.0001(NP) 50017 (scale)
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6.1.4.4 Comparison of the as(Myz) fit results with the CT10, MSTW2008, and NNPDF2.1
PDF sets.

Table 15 summarizes the determinations of wg (M) using the CT10, MSTW2008, and NNPDF2.1
PDF sets at NLO and NNLO evolution order. The results reported here are extracted with a
simultaneous fit to all rapidity bins. The ag(My) values are in agreement between the different
PDF sets taking into account the various uncertainties.

The final result using the CT10-NLO PDF set is

as(Myz) = 0.1185 + 0.0019 (exp.) + 0.0028 (PDF) 4 0.0004 (NP) 005> (scale)

_ 0.0063
= O-1185f0.0042 ’

(85)

where experimental, PDF, NP, and scale uncertainties have been added quadratically to give
the total uncertainty.

The result is in agreement with the world average value of ag(Mz) = 0.1184 + 0.0007[51], with
the Tevatron results[52-54], and recent results obtained with LHC data[42, 55].

Table 15: Determination of wg(Myz) using the CT10, MSTW2008, and NNPDF2.1 PDF sets at
NLO and NNLO evolution order. The results are obtained by a simultaneous fit to all rapidity
bins.

PDF set as(Mz) X*/ Mo

CT10-NLO 0.1185 +£ 0.0019(exp) =+ 0.0028(PDF)  104.1/132
-£0.0004(NP) F3.9053 (scale)

NNPDF2.1-NLO  0.1150 + 0.0015(exp) + 0.0024(PDF) 103.5/132
4+0.0003(NP) )00z (scale)

MSTW2008-NLO  0.1159 + 0.0012(exp) + 0.0014(PDF) 107.9/132
£+0.0001(NP) t-0023 (scale)

CT10-NNLO 0.1170 £ 0.0012(exp) = 0.0024(PDF) 105.7/132
+0.0004(NP) 09939 (scale)

NNPDF2.1-NNLO  0.1175 + 0.0012(exp) =+ 0.0019(PDF) 103.0/132
4+0.0001(NP) 00038 (scale)

MSTW2008-NNLO 0.1136 + 0.0010(exp) + 0.0011(PDF) 108.8/132
+0.0001(NP) 309 (scale)

6.1.4.5 Application of alternative NP corrections

All fits up to now have been performed using the nonpertubative correction, defined as the
center of the envelope given by PYTHIA6, HERWIG++ and the POWHEG average of tunes Z2*
and P11. Half the spread between these three numbers defines the uncertainty.

If alternatively the NP correction factors as derived in[49] using PYTHIA6 and HERWIG++ are
applied the results is:

as(Myz) = 0.1178 + 0.0020(exp) + 0.0029(PDF) = 0.0003(NP) (86)
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Fits are also performed in regions of pt in order to investigate the running of the strong cou-
pling constant. The procedure that has been followed and the values derived by this study are
described with the results from R3; in section 6.3
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6.2 The ratio of 3-jet to 2-jet inclusive cross sections (R3;)

The following section describes the extraction of the strong coupling constant, ag, from the
ratio of 3—jet to 2—jet cross section at /s = 7 TeV. Section 6.2.1 gives a brief description of the
measurment. Section 6.2.2 describes the theoretical components of the analysis while section
6.2.3 the extraction of the ag at the mass of vector boson Z.

6.2.1 The R32 Cross Section Measurement Overview

The events presented in the following analysis were collected by the CMS detector at proton-
proton collisions at /s = 7 TeV in 2011 and correspond to an integrated luminosity 5.0fb~!.
The particles used in the jet clustering were reconstructed using the PF technique and jets were
clustered using the anti-kt algorithm with the radius parameter set at R = 0.7 and R = 0.5.

Each event recorded for the analysis is required to have at least one offline-reconstructed pri-
mary vertex within the range of 24cm, along the beam line, from the nominal interaction point.
Each jet is required to consist at least from two particles, one charged hadron and the jet energy
fraction from neutral hardrons, photons, muons, and electrons should be less than 90%. These
criteria aim to suppress non-physical jets; such as jets from ECAL or HCAL noise.

The R3; measurement is the ratio of the inclusive 3-jet cross section to the inclusive 2-jet cross
section as a function of the average transverse momenta of the two leading jets, (pr12). The
measured quantity, Rz, is corrected for detector effects and unfolded to stable-particle level
using the iterative Bayesian method, as is implemented in the ROOUNFOLD package.

In this analysis six different selection scenarios were considered. For the first three scenarios
jets were selected to have transverse momentum greater than 50 GeV, rapidity range |y| < 2.5
while the third jet to have transverse momentum greater than 15%-25%-35% of the average
transverse momentum of the two leading jets. For the last three scenarios jets were selected to
have transverse momentum greater than 50-100-150 GeV and be in the rapidity range |y| < 2.5.
Table 16 summarizes the six different selection scenarios. In all these scenarios events with the
first or the second jet |y| > 2.5 were rejected. We note here that for this study the anti-kt
clustering algorithm radius parameter was set to R = 0.5

Table 16: The six different selection scenarios considered in this analysis.

Scenario Selection
1 pr > 50 GeV and pp; > 0.15(pt1,2)
pr > 50 GeV and py > 0.25(pr12)
pr > 50 GeV and py; > 0.35(pt1,2)
pr > 50 GeV
pr > 100 GeV
pr > 150 GeV

QN Q1| W N

For the extraction of the ag the sixth scenario is used were each jet is required to have transverse
momentum larger than 150 GeV and |y| < 2.5, the high pt selection renders this analysis
insensitive to pile-up. The reasoning for the selection of the particular scenatio is explained in
the following paragraphs.

6.2.1.1 Experimental uncertainties
The advantage of the ratio of cross section is that many experimental uncertainties are reduced
or totally canceled out. The uncertainty of the integrated luminosity is completely canceled.
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The jet four-momentum vector has been corrected with jet energy corrections, which depend
on 77 and pr, by applying a correction as a multiplicative factor. The multiplicative factor is in
general smaller than 1.2, approximately uniform in 7, with typical values of 1.1 for jets having
pr = 100 GeV and decreasing to 1.0 for higher values of pt. These corrections are accompanied
with an uncertainty (JES) which is estimated to be 2.0 — 2.5%, depending on pt and 7. The
impact of the systematic JES uncertainty on Rz is 1.2%.

The unfolding method also introduces uncertainty to the measurement which arises from three
mutually uncorellated sources. The first arises from the insuffiecient knowledge of the parametri-
sation of the 3-jet and 2-jet spectra that were used to construct the simulated ratio R3; used in
the unfolding. The slopes were varied by +10% in order to estimate the uncertainty. The second
arises from the insufficient knowledge of the (p11 ) resolution, the uncertainty is estimated by
varying the resolution by +10%. Finally the third uncertainty arises from the non-Gausian tails
in the (pr12) resolution; the uncertainty studied by adding non-Gausian tails to the simulation
the uncertainty. The total uncertainty due the unfolding method is less than 1%.

6.2.2 Theoretical Components and Comparison with Data

6.2.2.1 Comparison to Theory

The calculations performed using the parton level generator NLOJET++ within the FASTNLO
framework using four PDF sets, ABM11, CT10, MSTW2008 and NNPDEF2.1. The calculations
performed assuming five massless (Ny = 5) quark flavors. The PDF sets are delivered in
two versions, one using the NLO evolution code while the second one the NNLO evolution
code. For practical reasons the NNLO were chosen; the NNLO PDF provide more variations
in ag(Mz) which allows us to performe the fit. Theoretical calculations are corrected for non-
pertubative effects by applying NP corrections derived using PYTHIA6 and HERWIG++. More
details of these calculations can be found in subsection 4.8.4.

The studies concerning the selection of the scenario are performed using the anti-kt = 0.5. Fur-
ther studies though showed that the anti-kt =0.5 algorithm yields larger k-factors compared to
calculations using anti-kT = 0.7 and k-factors< 1, as shown in Fig. 58 especially at lowest pr
region. The smaller the k-factors the smaller the difference of the calculation from LO to NLO,
it is reasonable to assume that the behaviour is similar to higher orders, thus the anti-kt = 0.7
is selected for the extraction of the ag.

e o i R B D e e B e ma
@] L ] o] [ ]
=S F fastnlo-2.1.0-1062 1 = F fastnlo-2.1.0-1062 1
9 251 Vs=7Tev ] 9 251~ Vs=7Tev =
b= L anti-K, R=0.7 ] < [ anti-K, R=0.5 ]
0 2k e NNPDF - K-factors for 3jets A ) o NNPDF - K-factors for 3jets -
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Figure 58: K-Factors NLO/LO for 2-jets and 3-jets cross section.
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Fig 59 shows data over NLO theory predictions using the NNPDF2.1 PDF set for anti-kt radius
resolution parameter R = 0.5 and for scenarios with jet p; > 100 GeV (top left) and p; >
150 GeV (top right). Same scenarios below for anti-kt radius resolution parameter R = 0.7.
On the top of each plot, the ratio Ra3; (solid circles) together with the NLO pQCD theoretical
prediction (black line), the scale uncertainty (red band) and PDF uncertainty (green band). On
the bottom of each plot, the Data/Theory ratio, the scale uncertainty (red dotted lines) and the
PDF uncertainty (green dashed lines) bands. From Fig 59 it can be seen that scale uncertainties
are significantly smaller when using the anti-kt = 0.7 clustering algorithm that it might be
explained from the smaller k-factors of 3—jet calculations.

Figure 60 shows the data over NLO theory predictions using the NNPDEF2.1 PDF set for scenar-
ios 1 (top left), 2 (top right) and 3 (at the bottom). On the top of each plot, the ratio Rz, (solid
circles) together with the NLO pQCD theoretical prediction (black line), the scale uncertainty
(red band) and PDF uncertainty (green band). On the bottom of each plot, the Data/Theory ra-
tio, the scale uncertainty (red dotted lines) and the PDF uncertainty (green dashed lines) bands.
Figure 61 shows the same plots for scenarios 4, 5 and 6.

The uncertainties due to the renormalization (y,) and factorization (js ) scales are evaluated by
varying the default choice of y, = pf = (pr12) between (pr12)/2 and 2(pr12) in the follow-
ing six combinations (pr, ptr) = ((p112)/2,(P11,2)/2), (2{P112),2{P112)), ({P112), (PT12)/2),
((pr12),2(p112)), ((P112) /2, (PT12)) and (2(p112), (PT12))-

Fig. 62 shows the behavior of cross sections as a function of ;. A variation of y, below (pr12)/2
it would give negative cross sections and a variation above 2(pr1,2) it would not change the un-
certainty significantly. Thus the combinations of the scale variations give a sufficient evaluation
of the scale uncertainties.

Within uncertainties, a nice agreement between Data and NLO pQCD theoretical calculations
is observed. Figures 60 and 61 also show that scale uncertainties dominate especially at low

(p11,2) values.

6.2.3 Determination of as(Mz)

In order to check if the ratio R3; can be used for the extraction of the strong coupling constant
as(Mz) the sensitivity study is needed. The sensitivity study checks whether the theoretical
calculations of the observable, in this case Rz, is sensitive to ag(My) variations. The study is
performed for all scenarios in order to find the optimum one. Figure 63 shows the data over
NLO theory predictions using the NNPDF2.1 PDF set for scenarios 1 (top left), 2 (top right) and
3 (at the bottom). On each plot it is shown, the ratio Ra; (solid circles) together with the NLO
pQCD theoretical predictions (lines) for different values of wg(My). The value of ag(Myz) was
varied form 0.106-0.124 in bins of 0.001. Figure 64 shows the same plots but for scenarios 4, 5
and 6.

Figures 63 and 64 show that scenarios (1, 2 and 3) are less sensitive to ag(My) variations than
scenarios (4, 5, and 6) especially in the important region around 1 TeV.

An optimum region to determine ag(My) is to work at the “plateau” region ((pr12) > 400 GeV)
where the sensitivity is high and scale uncertainties become smaller. The most promising sce-
narios are number 5 and 6. Further studies showed that scenario 6, with pr > 150 GeV, gives
better x?/ng4of, close to one, and smaller scale uncertainties.

Figure 65 shows the comparison of data to theory, for scenario 6, using NNPDF2.1 (upper
left), ABM11 (upper right), MSTW (bottom left), and CT10 (bottom right). The data are in
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Figure 59: Data over NLO theory predictions using the NNPDEF2.1 PDF set for anti-kt radius
resolution parameter R = 0.5 and for scenarios with jet p; > 100 GeV (top left) and p; >
150 GeV (top right). Same scenarios bellow for anti-kr radius resolution parameter R = 0.7.
On the top of each plot, the ratio Ra; (solid circles) together with the NLO pQCD theoretical
prediction (black line), the scale uncertainty (red band) and PDF uncertainty (green band). On
the bottom of each plot, the Data/Theory ratio, the scale uncertainty (red dotted lines) and the
PDF uncertainty (green dashed lines) bands.
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Figure 60: Data over NLO theory predictions using the NNPDF2.1 PDF set for scenarios 1
(top left), 2 (top right) and 3 (at the bottom). On the top of each plot, the ratio Rz, (solid
circles) together with the NLO pQCD theoretical prediction (black line), the scale uncertainty
(red band) and PDF uncertainty (green band). On the bottom of each plot, the Data/Theory
ratio, the scale uncertainty (red dotted lines) and the PDF uncertainty (green dashed lines)
bands.
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Figure 61: Data over NLO theory predictions using the NNPDF2.1 PDF set for scenarios 4
(top left), 5 (top right) and 6 (at the bottom). On the top of each plot, the ratio Rz, (solid
circles) together with the NLO pQCD theoretical prediction (black line), the scale uncertainty
(red band) and PDF uncertainty (green band). On the bottom of each plot, the Data/Theory
ratio, the scale uncertainty (red dotted lines) and the PDF uncertainty (green dashed lines)

bands.
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Figure 62: Scale variations of 3-jets cross sections, 2-jets cross sections and Rs;.
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agreement within uncertainties with theoretical predictions derived using CT10, MSTW2008,
and NNPDF2.1, throughout the range of the measurement. Calculations derived using ABM11
underestimate the measurement, especially at the low (pr1,) region.

Figure 66 shows the comparison of data to theory using various ag(My) values. This study
shows that Rz, is sensitive to variations of ag(Mz), thus is an appropriate observable for the
extraction of ag. The calculations using ABM11 are not sensitive to ag(My), consequently
ABMI11 has been excluded from the x? fit.

For the extraction of the as(Myz) from data a x? fit is performed; the procedure is the same
as described in section 6.1.4. For the final result the NNPDF2.1 PDF set was selected since it
gives an adequate range of ag(Myz) values a fact that qualifies it to extract the ag(Mz) and
the scale uncertainties. Since the NNPDF2.1 PDF is given as a MC set, the uncertainties on
the ag(Myz) can be calculated independently of the covariance matrix as a consequence the
covariance matrix that is used in the x? fit is written as:

cC=C OVStat + 2 C OV]ES Sources + Z C OVUnfolding Sources (87)

The NNPDF2.1 is delivered as a MC sample of 100 replicas, the fitting procedure is repeated
for each replica resulting 100 values of ag(Myz). These values are distributed as a Gausian, the
standard deviation of the distribution is considered as the PDF uncertainty.

The final result when using data from 420 — 1390 GeV is :

xs(Myz) = 0.1148 + 0.0014(exp.) = 0.0018( PDF) + 0.0050(theory) (88)

with x%/n40f = 22.0/20 which indicates the goodness of the fit. Results derived using MSTW2008
and CT10 are in agreement within uncertainties with the result obtained using NNPDF2.1. The
results from all the PDF sets are summarized in Table 17.

Table 17: Determination of ag(My) using the CT10, MSTW2008, and NNPDEF2.1 sets.
PDF Sets as(Mz) X2/ Ndof

CT10-NNLO 0.1135 £ 0.0019(exp) 21.1/20
MSTW2008-NNLO 0.1141 £ 0.0022(exp) 20.6/20
NNPDF2.1-NNLO  0.1148 £ 0.0014(exp) 20.0/20

The experimental uncertainties obtained from the x? fit are not independent of the PDF and that
can be seen from the sensitivity figures. A variation of Aaxg(Mz) = +0.001 yields a different
variation of Rz, depending to the PDF set, this leads to different experimental uncertainties for
each PDF set.

Results are also obtained with NLO PDF sets and are found to be in agreement with the results
obtained using the NNLO PDF sets. The results within uncertainties are compatible with the
world average value of ag(Myz) = 0.1184 £ 0.0007.
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Figure 63: Data over NLO theory predictions using the NNPDF2.1 PDF set for scenarios 1 (top
left), 2 (top right) and 3 (at the bottom). On each plot, the ratio Rz, (solid circles) together
with the NLO pQCD theoretical predictions (lines) for different values of as(Mz). The value
of ag(Myz) was varied form 0.106-0.124 in bins of 0.001.
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Figure 64: Data over NLO theory predictions using the NNPDF2.1 PDF set for scenarios 4 (top
left), 5 (top right) and 6 (at the bottom). On each plot, the ratio Rz, (solid circles) together
with the NLO pQCD theoretical predictions (lines) for different values of as(Mz). The value
of ag(Myz) was varied form 0.106-0.124 in bins of 0.001.
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Figure 65: For scenario with jet pr > 150 GeV and |y| < 2.5. Data over NLO theory predictions
using the NNPDEF2.1 (top left), the ABM11 (top right), the MSTW2008 (bottom left) and the
CT10 (bottom right) PDF sets. On the top of each plot, the ratio Rz, (solid circles) together
with the NLO pQCD theoretical prediction (black line), the scale uncertainty (red band) and
PDF uncertainty (green band). On the bottom of each plot, the Data/Theory ratio, the scale
uncertainty (red dotted lines) and the PDF uncertainty (green dashed lines) bands.
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Figure 66: For scenario with jet pr > 150 GeV and |y| < 2.5. The theoretical NLO calculations
using the NNPDF2.1 (top left), the ABM11 (top right), the MSTW2008 (bottom left) and the
CT10 (bottom right) PDF sets for various values of ag(Myz) together with the measurement Rzy.
The as(Mz) has been varied in the range 0.106-0.124, 0.104-120, 0.107-0.127 and 0.110-0.130 for
NNPDEF2.1, ABM11, MSTW2008 and CT10 respectively, in bins of 0.001.
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6.3 The running of ag.

To investigate the running of the strong coupling, the fitted regions are split into bins of pr and
the fitting procedure is repeated in each of these bins. The inclusive jet cross section data are
splitted in six separate regions while the Rz, data in three regions.

The separate extractions of ag(My) from the inclusive jet cross section data are reported in
Table 18 while the ag(My) values from the Rz, are reported in Table 20. The experimental
uncertainties for the obtained values are correlated.

These ag(Myz) determinations are then evolved back to the corresponding values as(Q). For
the inclusive jet cross section theory the 2-loop solution to the renormalization group equation
(RGE) is used since a NLO PDF used to extract the ag(Myz). For the R, a 3-loop solution of the
RGE is used since a NNLO PDF used to extract the as(My). For each fit region the momentum
scale Q is defined to be the cross section-weighted average. These values, derived again with
the FASTNLO framework, are identical within about 1 GeV for different PDFs.

To emphasize that theoretical uncertainties limit the achievable precision, Tables 19 and 21
present the decomposition of the total uncertainty for the various bins in pr ({(pr12)) into the
experimental, PDF, NP, and scale(theory) components.

The extractions of ag(Q) in separate ranges of Q as presented in tables 18 and 20. The values
are shown in Figure 67 that presents the running of the strong coupling as(Q) (solid line) and
its total uncertainty (band) as evolved from the CMS determination (inclusive jet cross section
data), ag(Mz) = 0.1185f82882§, using the 2-loop solution to the RGE, as before.

In the same figure the values of s at lower scales determined by the H1[56, 57], ZEUS[58], and
DO[53, 54] Collaborations are shown for comparison. Recent CMS measurements, which are in
agreement with the ag(Myz) determination of this study, are displayed as well. The results on
ag reported here are consistent with the energy dependence predicted by the RGE and extend
the H1, ZEUS, and DO results to the 1 TeV region for the first time.

Table 18: Determination of ag in separate bins of jet pt

pr range Q as(Mz) as(Q) No. of data  x?/ Ngof
(GeV) (GeV) points

114-196 136  0.1172 70003 0.1106 00033 20 6.2/19
196-300 226  0.1180 709093 0.1038 709038 20 7.6/19
300-468 345  0.1194 T000%  0.0993 TO00% 25 8.1/24
468-638 521  0.1187 100087 0.0940 *00055 20 10.6/19
638-905 711  0.1192 70007 0.0909 100053 22 11.2/21
905-2116 1007  0.1176 *0004E  0.0866 T000, 26 33.6/25
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Figure 67: The strong coupling as(Q) (solid line) and its total uncertainty (band) evolved from
the CMS determination ag(Myz) = O.1185f8:882“;’ using a 2-loop solution to the RGE as a function
of the momentum transfer Q = p1. The extractions of as(Q) in six separate ranges of Q as
presented in Table 18 are shown together with results from the H1[56, 57], ZEUS[58], and DO0[53,
54] experiments at the HERA and Tevatron colliders. Recent other CMS measurements are
displayed as well.
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Table 19: Uncertainty composition for ag(My) from the determination of a5(Q) in bins of pr.

pr range Q as(Mz)  exp. PDF NP scale

(GeV)  (GeV)

114-196 136  0.1172  =£0.0031 =£0.0018 =£0.0007 {903
196-300 226  0.1180 =0.0034 +0.0019 +0.0011 *{55%%
300468 345 01194 £0.0032 =£0.0023 +0.0010 007
468638 521  0.1187 +0.0029 =40.0031 =0.0006 *9007
638-905 711  0.1192 £0.0034 =+0.0032 +0.0005 *§ 007
905-2116 1007  0.1176  +0.0047 =£0.0040 +£0.0002 *0003

Table 20: Determination of «s in separate bins of jet (pr12).

(pr12) range  Q as(Mz) as(Q) No. of data X%/ Ngof
(GeV) (GeV) points
420-600 474  0.1147 £0.0061 0.0936 4+ 0.0041 6 4.4/5
600-800 664  0.1132 £0.0050 0.0894 £ 0.0031 5 5.9/4
800-1390 896  0.1170 £0.0058 0.0889 + 0.0034 10 5.7/9

Table 21: Uncertainty composition for as(Mz) from the determination of ag(Q) in bins of
(p112)-

(pr1,2) range Q as(Mz) exp. PDF theory
(GeV) (GeV)
420-600 474 0.1147  +£0.0015 =£0.0015 =+£0.0057

600-800 664 0.1132  +0.0018 =+0.0025 =+0.0039
800-1390 896 0.1170  £0.0024 +0.0021 =+0.0048
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7 Analysis at /s = 8TeV

This chapter describes the measurement of the dijet azimuthal decorrelations of the two jets
with the largest transverse momenta, in pp collistions at /s = 8TeV using the CMS detector
at the LHC. The analysis is based on the full data set acquired during 2012 and corresponds to
an integrated luminosity of 19.7fb~! . The results are compared to next-to-leading-order QCD
calculations and to simulations using various Monte Carlo event generators.

7.1 Introduction

Hadronic jets are the product of colored partons in the final state, as a consquence of the color
confinement. In leading order perturbative quantum chromodynamics (pQCD) a two coloured
final state partons give two balanced in pt back to back jets. This in azimuthal decorrelation
terms is translated as minimum decorrelation, A¢pjjer = |¢jet1 - (Pjet2|, with Adpijer = 7. An
emission of a third parton can lead to angles down to A¢pjjer = 271/3 while more partons in
the final state lead to angle down to zero. Consequently this measurement probes multijet
processes by measuring only the azimuthal angle of the two leading jets.

This analysis measures the normalized dijet cross section as a function of the dijet azimuthal
angular separation in slices of prmax Which is defined as:

1 do
ODijet AAPDjjet

(89)

The normalization of the cross section leads to the reduction of various experimental and the-
oretical uncertainties.

7.2 The Azimuthal Decorrelations Measurement Overview
7.2.1 Event Selection and Reconstruction

This measurement uses data samples which were collected with single-jet high-level triggers
(HLT). Four such HLT single-jet triggers were considered which require at least one jet in
the event to have pt > 140, 200, 260, and 320GeV. All except the highest-threshold trig-
ger were prescaled during the 2012 run. The integrated luminosity £ for each of the four
trigger samples is shown in Table 22. For each of the triggers, the efficiency is estimated us-
ing lower-pr-threshold triggers. The four jet trigger thresholds used ensure 100% trigger effi-
ciency in the four jet samples for 200GeV < prmax < 300GeV, 300GeV < prmax < 400GeV,
400GeV < prmax < 500GeV, and prmax > 500 GeV.

Table 22: The integrated luminosity for each trigger sample considered in this analysis.

HLT pr threshold (GeV) 140 200 260 320

L@#bh 0.06 026 1.06 19.7

The jets reconstructed using the PF technique and were clustered using the anti-kt algorithm
with the radius parameter set at R = 0.7. In order to suppress non-physical jets it is required
that each jet should contain at least two particles, one of which is a charged hadron, and the jet
energy fraction carried by neutral hadrons and photons should be less than 90%.
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The energy of the reconstructed jets are corrected as described in subsection 5.2.1. These jet
energy corrections are derived using simulated events, generated by PYTHIA 6.4.22 with tune
72*[59] and processed through the CMS detector simulation based on GEANT4 [17], and in
situ measurements with dijet, photon+jet, and Z+jet events. The jet energy corrections are ap-
plied to the jet four-momentum vector as a multiplicative factor. The multiplicative factor is in
general smaller than 1.2, approximately uniform in 77, with typical values of 1.1 for jets having
pr = 100 GeV and decreasing to 1.0 for higher values of p. Pileup effects are important only for
jets with low pr and become negligible for jets with pr > 200 GeV. The current measurement
is therefore largely insensitive to pileup effects.

The two leading jets, which define A¢py;et, are selected by considering all jets with pr > 100 GeV
and |y| < 5in the event. Then events in which the two leading jets have |y| < 2.5 and the
leading jet pr > 200 GeV, are selected. This two step selection in |y| ensures that the event is
not falsely redefined by looking at jets only at the region |y| < 2.5.

A variable, that separates events generated by hard QCD processes from events with large
missing transverse energy (¥r) in the final state, is the ratio of the £ over the sum of the trans-
verse energies in the event, £/ ) Er. The sum of the transverse energiesis ) Et = ), E;sin 6},

and the missing transverse energy Fr = \/ [ (E;sin6; cos ¢;)]* + [¥; (E; sin 6; sin ¢;)]%, where
the summation is performed over all PF candidates in the event. Hard-QCD events contain
relatively small [, which originates from semi-leptonic decays of heavy vector bosons emit-
ted by heavy quarks. On the other hand, larger [ is expected for events with heavy vector
bosons, at tree level, such as Z/W + jet(s), where W and Z decay into leptons and neutri-
nos. Figure 68 shows the distribution of the variable [/} Er with 71/2 < A¢pjjer < 7t (left)
and 0 < A¢pjer < 71/2 (right), for events selected with the criteria described in the previ-
ous paragraph. The data (black points) are compared to simulated Monte-Carlo (MC) events
(stacked), using the MADGRAPH event generator. Although the contribution from events with
Z/W bosons plus jets is small in the region 71/2 < A¢pjjer < 77, this is not true for small A¢pjjet
values. To reduce the number of events with large Fr, we reject events with Er/ Y Er > 0.1,
which correspond to 0.7% of the data sample.

Figure 69 shows the comparison of data (at detector level) with MC simulations of various con-
tributions without any cut at £/ ) Er; such as QCD, Z+Jets, W+]Jets, Drell-Yan, and tf. The
comparison shows that MADGRAPH gives a good description of data when various contribu-
tions are taken into account. The particular analysis though aims to deliver a QCD measure-
ment, thus a cut is needed to reject processes other than hard QCD.

7.2.1.1 MC Shape Distortion Study

In order to study the impact of the cut £1/ )Y Er > 0.1, at the shape of the cross section the
following study has been performed.

The Monte Carlo is reweighted in order to eliminate the discrepancy between data and MC
in Fr/ Y Er. The spectrum of £r/ ) Er from the whole A¢pijet Tange has been derived from
data and MC and the factors from the ratio Data/MC has been applied to the MC events. The
reweighted spectra for the two regions are shown in figure 70.

The figure 71 shows in black point the reweighted QCD MC without any cut at £/ }_ Er. The
blue open circles show the QCD-QCD(Rej)+Bkg(Acc) where QCD(Rej) are the QCD MC events
rejected and Bkg(Acc) are the “background”(ttbar, Z+Jets, W+Jets) events accepted by the cut.
The bottom part of each plot shows the ratio of QCD-QCD(Rej)+Bkg(Acc) over QCD. This ratio
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main contribution of events with large £t in the final state is caused by processes like Z/W +
jet(s) where Z — viiand W — [v.
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Figure 69: The differential dijet cross section in A¢pjjet for the seven prmax regions, for various
processes without cut at 1/ ) Er. Data over MC ratio (bottom of each plot).
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shows the remaining shape distortion, where the rejected QCD is somewhat compensated by
accepted “background”. The ratio shows that the distorted points are all within the experimen-
tal uncertainties and the statistical uncertaity of the MC.

Figure 72 shows the same study without any reweighting of the MC. The results are almost
identical with and without reweighting.
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Figure 71: The differential dijet cross section in A¢pjjet (top of each plot) for the seven prmax
regions, for QCD Monte Carlo without cut at 1/} Er and QCD - QCD(Rej.) + Bkg(Acc.).

Cross section ratios (bottom of each plot) of [QCD - QCD(Rej.) + Bkg(Acc.)] over QCD. The
Monte Carlo has been reweighted.
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Figure 72: The differential dijet cross section in A¢pjjet (top of each plot) for the seven prmax
regions, for QCD Monte Carlo without cut at 1/ ) Er and QCD - QCD(Rej.) + Bkg(Acc.).
Cross section ratios (bottom of each plot) of [QCD - QCD(Rej.) + Bkg(Acc.)] over QCD.
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7.2.2 Unfolding

The measured observables from various experiments cannot be compared directly to each other
since each measurement is perturbed from different detector smearing effects. The measure-
ments cannot be compared to theoretical predictions that do not simulate detector effects thus
the unfolding method is used, which removes the detector effects from data and converts the
measurement from detector to particle level.

The normalized dijet cross section differential in A¢pjjet has been unfolded using the inversion
matrix method as is implemented by in the package ROOUNFOLD. The unfolding method
takes as input the measured spectrum and the migration matrix derived from simulations. The
output of the unfolding method is the unfolded spectrum and the covariance matrix of the
unfolded spectrum.

The migration matrix can be derived using Monte Carlo simulations that contain information
of the generated jets and the reconstructed jets with detector effects simulated. The lack of
simulated events impels to the construction of a toy MC that allows the generation of a larger
number of simulated events. The toy MC uses the generated level spectrum from PYTHIA6
with tune Z2* [60] and the smearing effects are taken into account using the A¢pjet resolution.
Figure 73 shows the resolution of A¢pjjet in bins of prmax, derived using PYTHIA6 TuneZ2* MC.
Table 23 shows the results of the resolution studies, those values were used to construct the Toy
MC.

Table 23: Summary of the A@pjjet resolution studies.
PTmax (GeV) (Gen A¢pijet - PF_-Adpijet) / Gen_A¢pijet (%)

200-300 0.66
300-400 0.48
400-500 0.42
500-700 0.35
700-900 0.30
900-1100 0.27
1100- 0.25

Figure 74 shows the comparison of the spectrum derived from PYTHIA6 compared to the spec-
trum derived from the toy MC. A sanity check is shown in 74, where is shown that the toy MC
spectra is almost identical to PYTHIA6, thus the underlying physical processes are propagated
to the toy MC spectrum. The migration matrix, shown in figure 75, is constructed using the toy
MC.

Using as inputs the migration matrix of Fig. 75 and the reconstructed spectrum shown in
Fig 76(red), the unfolding method yielded the spectrum shown in Fig 76(blue). The particle
level(unfolded) distributions compared to the detector level distributions differ by 3 to 4% for
A¢pijer < 71/2 and by less than 3% for 71/2 < A¢pjer < 7.
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Figure 73: The A¢pjjer resolution for each range of prmax used in this analysis.
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Figure 74: The normalized differential dijet cross section in A¢pijje; (top of each plot) for the
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Figure 76: The normalized differential dijet cross section in A¢pie; (top of each plot) for the
seven prmax regions, for data at reconstruction (detector) level (open circles) and at stable-
particle level (solid circles). Ratios between stable-particle level and reconstruction level (bot-
tom of each plot). Response matrices derived from a Toy MC.
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7.2.3 Systematic Uncertainties

The imprecise knowledge of the detector leads to the introduction of systematic uncertainties.
The main uncertainties that affect the measurement of the normalized dijet cross section arise
from:

o Jet energy scale uncertainties
e Unfolding

o Jet energy resolution

7.2.3.1 Jet energy scale uncertainties

The evaluation of the jet energy corrections described in chapter 5 is based on some assump-
tions and extrapolations that add an uncertainty to the corrections. The jet energy correc-
tions used in the analysis are accompanied by twenty four mutually uncorrelated uncertainty
sources. Each source represent a signed 1¢ variation for each point in pr and 7.

The description of the sources and the way the have been calculated can be found in Ref. [61].
The important sources of the analysis are described below:

e AbsoluteStat, AbsoluteScale: these uncertainties for constant scale (AbsoluteScale)
and pr-dependent scale (AbsoluteStat) are extracted from a global fit to Z/gamma-+jet
and multijet data.

e AbsoluteMPFBias: additional constant scale uncertainty added for the biases of the
MPF and pr balanced methods coming from neutrinos and ISR outside of detector
acceptance.

e Fragmentation: Based on Pythia6 Z2 /Herwig++2.3 differences in fragmentation and
underlying event (FullSim).

e SinglePionECAL, SinglePionHCAL: shape uncertainties for pr-dependence consid-
ered from varation of single pion responses in ECAL and HCAL relative to the global
fit reference of pT=208 GeV

e FlavorQCD: jet flavor. Based on Pythia6 Z2/Herwig++2.3 differences in uds/c/b-
quark and gluon responses. It describes the uncertainty when extrapolating from
the flavor composition in gamma/Z+jet events that are used to measure the absolute
scale in data to the QCD mixture.

o RelativePtBB, RelativePtEC1 : these uncertainties arise as residual log-linear pr de-
pendence relative to the central fit (constant in BB, HF, log-linear in EC1, EC2 possi-
bly due to radiation damage).

o RelativeFSR : this uncertainty arises from the eta-dependence uncertainty due to
correction for final state radiation. Uncertainty increases toward HF, but is correlated
from one region to the other.

e PileUpDataMC : rho-dependence of the data/MC difference observed in the data-
based Random Cone method in Zero Bias data (RCZB). The L1 corrections assumes

a scale factor constant in rho; take the variation of this data/MC scale factor within
<rho> +/-RMS(rho).

e PileUpPtRef : the pr dependent difference between the MC truth and the random
cone offset in MC in the barrel could influence the global fit. This difference is prop-
agated through a mock-up of Z/gamma-+jet (L3Res) and dijet (L2Res) balancing ma-
chinery to estimate the remaining residual pileup uncertainty after L2L3Res.

e PileUpPtBB: this uncertainty arises from the observed variation of effective pile-up
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versus pr e.g. due to zero suppression effects.

The impact of the JES uncertainties at the measured quantity has been evaluated by varying
each the pr of each jet as: prsource+ = PT £ Tsource- The normalized dijet cross section evaluated
for the two new samples with the shifted pr; the envelope of the two is considered as the
systematic uncertainty.

The uncertainty derived from one source (AbsoluteMPFBias) is shown in figure 77, it is ob-
served that the uncertainty depends on A¢pjjet- The resulting uncertainties in the normalised
A¢pijet dijet distributions range from 7% at A¢pjjer = 0 via 3% at 77/2 to 1% at 7.
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Figure 77: The systematic uncertainties on the normalized differential dijet cross section in
A¢pijer due to the AbsoluteMPFBias JES source uncertainty.

7.2.3.2 Unfolding

The unfolding method described in subsection 7.2.2 is based on the assumption that the MC
and the resolution used to construct the migration matrix correspond to reality. Alternative
Monte Carlos were used in order to evaluate the impact of the choice of the MC in the un-
folded spectra. HERWIG++ and MADGRAPH events generators were also used to construct the
migration matrix, the observed effect is less than 1%. The uncertainty due to the insufficient
knowledge of the A¢pjjer resolution is estimated by varying the A¢pjjet resolution by +10%,
which is a conservative estimate and is motivated by the observed difference between data and
simulation in the jet Agpjjet resolution [41]. The uncertainty due to the A¢pjjet variation is of the
order of 1%.

7.2.3.3 Jet pt resolution

The jet pr resolution is responsible for migration of events between the pymax bins, and is
studied using the PYTHIA6 tune Z2* MC. The extracted pr resolution does not describe the
resolution derived from data thus the discrepancy between the two has to be take into account.
The scale factors need to be applied to into account Data/MC resolution discrepancy are shown
in table 24.

In order to evaluate the uncertainty due to the JER the cross sections were evaluated by smear-
ing the generator level jets. Three samples were created by using the nominal JER and by
varying it upwards and downwards according to the scale factors of table 24. Uncertainties
evaluated by comparing the cross section obtained with the nominal value of the resolution
with those where resolution varied up and down.
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Table 24: The scale factors for the jet pt resolution recommented by the Jet-MET.

ly| c cup c-down
0.0-0.5 1.079 1.105 1.053
05-1.1 1.099 1.127 1.071
1.1-1.7 1121 1.150  1.092
1.7-23 1208 1.254 1.162
23-28 1254 1316 1.192

Table 25 shows the systematic uncertainties from the three sources in the region below and
above 71/2. The systematic uncertainty due to the luminosity measurement is cancelled out
since the dijet cross section is normalized to the total dijet cross section. Uncertainty due to
pile-up effects was studied and found to be negligible since the analysis records high-pr jets
that are unlikely to arise pile-up interactions.

Table 25: The systematic uncertainties due to jet pt resolution for the seven prmax bins.

Source 0< A(PDijet <m/2 pi/2< A‘PDijet <7t
JES 7-3% 3-1%
Unfolding 1% 1%
JER 5-3% 3-0.5%
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7.3 Comparison to Monte Carlo generators

PYTHIA6,PYTHIAS, and HERWIG++ are dijet leading order Monte Carlo generators that simu-
late higher order processes via the parton showers as described in subsection 4.8.4. Thus the di-
jet LO generators can yield more than two jets at the final states giving events with A¢pjjer < 7.
The POWHEG framework provides a NLO dijet calculation and is interfaced with PYTHIAS that
simulates parton shower. MADGRAPH is the only LO matrix generator that produces from two
to four partons in the final state, while parton shower is simulated by interfacing MADGRAPH
to PYTHIAG.

Figures 78 and 79 show the comparison of data (black solid points) to the various MC gener-
ators. PYTHIA6,PYTHIA8, and HERWIG++ LO generators systematically overshoot data espe-
cially in the region below 57/6. Despite the fact that POWHEG is a dijet NLO generator inter-
faced to PYTHIAS8 give similar results to PYTHIA8 alone. MADGRAPH interfaced to PYTHIA6
gives the best result throughout the A¢pjje region.
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Figure 78: The normalised dijet cross section differential in A¢pjjet for seven prmax regions,
scaled by multiplicative factors for presentation purposes. The error bars on the data points
include statistical and systematic uncertainties. Overlaid on the data are predictions from the
PYTHIA6, HERWIG++, PYTHIA8, MADGRAPH +PYTHIA6 and POWHEG +PYTHIA8 MC event
generators.
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Figure 79: Ratios of PYTHIA6, HERWIG++, PYTHIAS, MADGRAPH +PYTHIA6 and POWHEG
+PYTHIAS8 predictions to the normalised dijet cross section differential in A¢pjjet, for all pmax
regions. The solid band indicates the total experimental uncertainty and the error lines on the
MC points represent the statistical uncertainties of the simulated data.
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7.4 Comparison to theoretical predictions

The theoretical predictions for the normalized differential dijet cross section in A¢pjjet, are based
on a 3-jet calculation at NLO. The correction of nonperturbative (NP) effects to account for mul-
tiparton interactions (MPI) and hadronization has been studied using event samples simulated
with the PYTHIA6 tune Z2* and HERWIG++ tune 2.3 MC event generators. The corrections
were found to be of the order of 1%, which is at the limit of the accuracy of the MC simulations.
Therefore NP corrections are considered to be negligible and no such correction was applied to
the pQCD predictions. The study is described in appendix C.

The theoretical calculations are performed using the NLOJET++ program version 4.1.3, within
the framework of the FASTNLO package version 2.3.1. The differential cross section is calcu-
lated for 3-jet production at NLO, up to terms of order a¢ resulting into three or four par-
tons in the final state. Thus the differential cross section is calculated at LO in the region
/2 < A¢pier < 371/2 where topologically at least four jets are required for A¢pjer < 371/2
and at NLO in the region 71/3 < A¢pjjer < 7t. For consistency the normalization cross section
for each slice in prmax is derived as dijet cross section at LO in the region 77/2 < A¢pjjer < 371/2
and at NLO in the region 77/3 < A¢pjet < 71. The bin at 71 cannot be calculated directly since
higher order calculations and soft gluon radiation re-summation are required but cannot be
handled by NLOJET++. The bin at 7 was calculated as the NLO dijet cross section within
this bin. The number of flavors is set to five, the quarks are assumed to be massless, and the
renormalisation and factorisation scales, ji, and iy, are chosen to be equal to prmax- The parton
density function (PDF) sets, with NLO evolutions, used for the calculations are tabulated in
table 5.

The uncertainties due to renormalisation and factorisation scales are evaluated by varying the
default choice of i, =i =pTmax between prmax/2 and 2p1max, simultaneously in the differential
cross section and in the total cross section, in the following six combinations: (3;/ pTmax, }f/
pPrmax) = (0.5,0.5), (0.5,1), (1,0.5), (1,2), (2,1) and (2,2). The PDF uncertainties are evaluated
according to the prescriptions recommended for CT10 PDF set in Ref. [62] and described in
subsection 4.9.3.

In figure 80 overlaid on the data are the results of the NLO calculations using the CT10-NLO
PDF set. Figure 81 shows the ratio of the normalised differential dijet cross section in A¢pjjet
over theory calculated using the CT10-NLO PDF set, together with the PDF and as (hatched
area) and the scale (solid area) uncertainties. It is also shown, the ratio of theory calculated
using alternative PDF sets over CT10, like ABM11 (dashed line), HERAPDF1.5 (dashed-three
dotted line), MSTW2008 (dashed-dotted line), and NNPDF2.1 (dotted line).

Figure 82 shows the region A¢pjer > 271/3 and figure 83 shows the k-factors of this region.
Theory and data generally agree within the uncertainties for A¢pjet > 271/3. Some differences
are observed in the highest prmax bin. Below the A¢pjjer = 271/3 region the tree level diagrams
have four partons in the final state thus the NLO calculation becomes LO. This explains the
differences between theoretical predictions and the steep increase of the scale uncertainties.

In order to quantify the agreement between data(D) and theory(T) and the coverage of the
uncertainties the statistical pulls have been calculated. The pull is defined as:

p=——2 1 (90)

<0-€2XP + 0-t2heory)

Uexp is the total experimental uncertainty, both systematic and statistical. 0oy, is the quadratic
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Figure 80: The normalised dijet cross section differential in A¢pjjet for seven prmax regions,
scaled by multiplicative factors for presentation purposes. The error bars on the data points
include statistical and systematic uncertainties. Overlaid on the data(points) for A@pjjet > 71/2
are predictions from fixed-order calculations in pQCD (line) using the CT10 PDF set. PDF, s,
and scale uncertainties are added quadratically to give the total theoretical uncertainty that is
indicated by the hatched regions around the theory lines.
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sum of scale, PDF and a5 uncertainty.

Figure 84 shows the pulls (in blue points) for the CT10-NLO PDF set. The black solid line
shows the theoretical mean while the orange band shows the theoretical width of the pull
distributions.

It is observed that in the region 571/6 < A¢pjer < 7t that the pulls are close to one, except
for the highest prmax region. The region 271/3 < A¢pijer < 571/6 exhibits the largest pulls
due to the fact that the estimated theoretical uncertainties become very small. In the region
271/3 < A¢pijer < 7 there is a tendency of larger pulls towards the smaller A¢pjjet region. The
same pattern exists in the LO region but with less significance due to the large scale uncertainty.
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Figure 84: Pulls (blue points) for all ptmax regions using CT10 for the theoretical calculations.

Figure 85 shows that the proportion of the events with more than three jets is becoming signif-
icant for smaller A¢pje; values. This explains why the description of data by theory is getting
poorer as the A¢pjjer gets smaller and the fact that the k-factors (NLO/LO), shown in figure 83,
are becoming larger.
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7.5 Study of the sensitivity to alphas variations

A study of the sensitivity of the normalized differential cross section to ag(My) variation was
performed in order to check the ability of extraction of the ag(My) from data. Figure 86 shows
the sensitivity of the normalized differential cross section for all prmax bins. The slope that is
observed between data and theory makes the observable inappropriate for extraction of the
ag(Myz) with a )(2 fit.
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8 Summary

This thesis presented three analyses using data collected from the CMS detector during proton-
proton collisions at y/s = 7 TeV and /s = 8 TeV. All three analyses are studying events with
jets in the final state.

The first analysis presented used the measurement from the inclusive jet cross sections in order
to extract the strong coupling constant. The strong coupling constant from inclusive jet cross
section has be determined to be

as(Myz) = 0.1185 + 0.0019 (exp.) + 0.0028 (PDF) 4 0.0004 (NP) "0.00> (scale)  (91)

The second analysis is the measurement of the ratio of the inclusive 3—jet cross section to 2—jet
cross section and the extraction of the strong coupling constant. The strong coupling constant
from Rz has be determined to be

wg(Myz) = 0.1148 + 0.0014(exp.) & 0.0018( PDF) = 0.0050(theory) 92)

The analysis of ratio 3jet to 2jet has been performed in order to derive a better measurement
of ag(Mz) compared to the inclusive jet measurement, in terms of uncertainties. This hypoth-
esis derived from the fact that the ratio cancels out both experimental and theoretical uncer-
tainties. The results thought shows that only the PDF uncertainty was reduced significantly
while experimental and theoretical uncertainties are similar. The experimental uncertainty is
not reduced significantly since what is gained by the cancellation of the systematic uncertain-
ties is lost by statistical uncertainties. The scale (theory) uncertainty of Rz, can be reduced by
choosing appropriate cuts at jets pr but at the same time sensitivity on ag variation is reduced
rendering the observable useless for ag extraction. Thus a compromise has to be done between
the scale uncertainty reduction and the sensitivity to ag variation. Furthermore the scale un-
certainties of R3, are larger in the low-pr region which contributes the most to the x? fits due
to the small experimental uncertainties.

Both values are consistent with the world average value of ag(Mz) = 0.1184 + 0.0007. In both
cases it seems that higher order calculations are needed in order to reduce the uncertainties of
the extracted a5 values since the main uncertainty arises from the renormalization and factor-
ization scale. Another way to reduce the uncertainties is the concoction of observables that are
insensitive to higher order calculations and to the PDF of the proton.

The third analysis presented the measurement of the dijet azimuthal decorrelations. The ob-
servable found to be unsuitable for the extraction of the ag(My) but it lead to our better un-
derstanding of QCD processes. The fixed order pQCD calculation for three jet productions
results four jets provide NLO prediction for the region A¢pjjer > 271/3 and LO prediction for
the region A¢pijer < 271/3. The NLO predictions describe the data within uncertainties down
to A¢pijet ~ 571/6, below that region theory deviates significantly since events with higher jet
multiplicities are non-negligible. The same pattern can be seen in the LO order region where
the four jet calculation can describe data around the region A¢pjjer ~ 271/3 but below that
region calculations with additional jets are required.

The measurement of the dijet azimuthal decorrelations is also compared with various Monte
Carlo generators matched to PS showed that LO and NLO calculations complemented with
jets from PS. Among the LO generators PYTHIAS gives the best description. The NLO gener-
ator POWHEG matched to PYTHIAS8 gives the similar results to LO generators. The only MC
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generator able to describe the data though the entire A¢pijet regions is Madgraph, which gener-
ates four partons and uses PS from PYTHIA6. These comparisons emphasize the need of better

multijet predictions.
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A Extrapolation uncertainty

In some cases the PDF sets for various as provided by collaborations are not enough to give a
full x? parabola. In these cases the GRV running code used in order to calculate cross sections
for lower as. These calculations performed specifically for the CT10-NLO for the two outermost
rapidity bins.

In order to get a parabola wide enough allowing us to use the x? + 1 criterion to determine the
uncertainties of ag(My) we calculated cross sections for three additional ag values, 0.109, 0.110
and 0.111. The cross sections calculated using the GRV evolution code, for a given ag using a
CT10 PDF set with different «ag, are slightly different with the cross section calculated using the
default evolution from CT10, which is HOPPET. This difference introduce some uncertainty on
the final result, the determination of the uncertainty is described on the following paragraphs.

Using the PDF set with ag(Mz) =0.112, which is the lowest ag provided by CT10, we calculated
cross sections for 0.113, 0.114 and 0.115 a5 values. Then we recalculated cross sections with
the same as values but using the corresponding PDF sets provided by CT. Comparing the
two we assigned the maximum distance from one as uncertainty on cross section calculations.
Assuming that the behavior around 0.112 with the same Aag is symmetric, we assigned the
uncertainty derived from 0.113 to 0.111, from 0.114 to 0.110 and from 0.115 to 0.109.

Figure 87 shows the ratio

OHOPPET 93)
OGRV

where 0GRy is the cross section calculated using CT10.as_0112.LHgrid and GRV with ag(Mz)
= 0.113 while cyoppeT is the cross section calculated using CT10_as_0113.LHgrid. The red
dashed line shows the point with the maximum distance from one.
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Figure 87: Ratio of cross sections using different evolutions.

Table 26 shows the uncertainties on each rapidity bin and on each PDF set.

Table 26: Uncertainties

ly| range as(Mz) | Uncertainty (%)
15< |yl <20 0113 1.5
15< |y <20 0114 1.1
15< |yl <20 0115 0.6
20< |[y[<25 0113 11
20< |y| <25 0.114 0.8
20< |y] <25 0115 0.4
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sections shifted downwards. Green points are the points calculated with GRV.

In order to estimate the propagated uncertainty on the final result we shifted the cross sections
upwards and downwards, i.e the cross section with ag = 0.111 shifted by +1.5% in the 1.5 <
ly| < 2.0 region. Then we performed fits with the three additional points shifted upwards and
downwards, the deviation from the non shifted fit assigned as the extrapolation uncertainty.
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This appendix includes all the x? parabolas derived from the fits of the inlcusive jet cross section
data, described in sub-section 6.1.
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is shown the x> minimization by varying the scale between pr/2 and 2pr in six combinations.
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is shown the x> minimization by varying the scale between pr/2 and 2pr in six combinations.

m N v
S u6F K A BN Tt
r p2 8.608e+04 +_16¢ M’: Zu 2 & () < 015214 01036 S: 5
114 r - ST 107] Kotk /
E ag(M,) = 0.1185 + 0.0034 ] A
nzp 2 npoints=104.13 /133 ] .
r min . i g < ¥
110 . 5 st TR
108 4 =
C \\ / ] (M) =0.1;
- - =2 072
106} . W \
104f N S =] ] 4 <
.
0.112 0.114 0.116 0.118 0.12 0.122 0.124 0.126 0.128 ™ - »

- sttt s s
Figure 94: ALL rapidity bins |y| < 2.5. On the left it is shown the x> minimization with respect
to as(Myz) using the CT10-NLO PDF set. The experimental uncertainties are obtained from the
as(Myz) values for which x? is increased by 1 with respect to the minimum value. At the right it

is shown the x? minimization by varying the scale between pt/2 and 2pt in six combinations.



144 B Chi-square Parabolas

XeTndr 0.08684 /14
0

P 1405 + 12.44 <
34 E 2asameihs

5 Siraerss aoas
32
30

28
26
24
22
20
18
16

XZ

LML) = 0.1199°% 0.00; ai(M)) =0.1164 4 00031
’ ».

@
W2 = . =10

a(M.)=0.1180+.0.0032
SYZ

R

Inpoints=15.40./.33
min

N\

aj(m) = b1159 §  aim) =b1211£0.0034

N pd
S -

=t
R

L L L LA L LN A L AN A

i NNE SENE NN SN AN NN AN AT

\ \ 7 /' 7"
0.1 0.115 0.12 0.125 0.13 e o

ay (M) [T v F oE OIS o1z v1% on [T R e v r
s\, ag(M,) ag(M,) ag(M,)
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Figure 96: For rapidity 0.5 < |y| < 1.0. On the left it is shown the x? minimization with respect
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the right it is shown the x?> minimization by varying the scale between pr/2 and 2pr in six
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Figure 97: For rapidity 1.0 < |y| < 1.5. On the left it is shown the x? minimization with respect
to ag(Myz) using the CT10-NNLO PDF set. The experimental uncertainties are obtained from
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Figure 101: The x> minimization with respect to as(Myz) using the MSTW2008-NLO PDF set.
The experimental uncertainties are obtained from the as(My) values for which x? is increased
by 1 with respect to the minimum value. Top left: rapidity |y| < 0.5. Top right: rapidity
0.5 < |y| < 1.0. Middle left: rapidity 1.0 < |y| < 1.5. Middle right: rapidity 1.5 < |y| < 2.0.
Bottom left: rapidity 2.0 < |y| < 2.5. Bottom right: all rapidity bins |y| < 2.5.
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Figure 102: The x? minimization with respect to a5 (M) using the MSTW2008-NNLO PDF set.
The experimental uncertainties are obtained from the as(My) values for which x? is increased
by 1 with respect to the minimum value. Top left: rapidity |y| < 0.5. Top right: rapidity
0.5 < |y| < 1.0. Middle left: rapidity 1.0 < |y| < 1.5. Middle right: rapidity 1.5 < |y| < 2.0.
Bottom left: rapidity 2.0 < |y| < 2.5. Bottom right: all rapidity bins |y| < 2.5.
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Figure 103: The x> minimization with respect to as(Myz) using the NNPDF2.1-NLO PDF set.
The experimental uncertainties are obtained from the as(My) values for which x? is increased
by 1 with respect to the minimum value. Top left: rapidity |y| < 0.5. Top right: rapidity
0.5 < |y| < 1.0. Middle left: rapidity 1.0 < |y| < 1.5. Middle right: rapidity 1.5 < |y| < 2.0.
Bottom left: rapidity 2.0 < |y| < 2.5. Bottom right: all rapidity bins |y| < 2.5.
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Figure 104: The x> minimization with respect to as(My) using the NNPDF2.1-NNLO PDF set.
The experimental uncertainties are obtained from the as(My) values for which x? is increased
by 1 with respect to the minimum value. Top left: rapidity |y| < 0.5. Top right: rapidity
0.5 < |y| < 1.0. Middle left: rapidity 1.0 < |y| < 1.5. Middle right: rapidity 1.5 < |y| < 2.0.
Bottom left: rapidity 2.0 < |y| < 2.5. Bottom right: all rapidity bins |y| < 2.5.
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C Non pertubative corrections for Azimuthal decorrelations

The pQCD calculations at NLO for this analysis were performed using the NLOJET++ pro-
gram. These calculations do not include contributions from multiparton interactions and had-
ronization effects; the so called non perturbative(NP) effects. In order to compensate these
effects, NP factors (Cnp) are calculated and applied as correction to theory as shown in Eq. (94):

< 1 dopijet > _c < 1 dopijet ) 94)
T = Cnp U
UDijet qubDijd corrected UDijet dA(PDith NLOJET++

In order to calculate these factors MC generators were used with two different settings, the nor-
mal one and the NOy;py — NOpap setting. In the first case events were generated with all the
contributions taken into account. In the second case events generated without hadronization
and multiparton interactions taken into account. The ratio of the two different predictions are
the NP correction factors.

In order to get an unbiased result two different MCs were used; PYTHIA6 tune Z2* and HER-
WIG++, using two different settings. But as it is shown in Fig 105 and Fig 106 the NP effects are
negligible in the context of the current analysis.

The reason that NP effects are negligible in this analysis is that the measured differential cross
section is normalized to the total cross section, thus any contribution to the differential cross
section cancels out from the same contribution to the total cross section. In order to validate
this argument, a study of the NP factors performed using the absolute differential cross section.

Fig 107 and Fig 108 show the NP correction factors for the various prmax bins by using absolute
cross sections. There is no obvious behavior of the NP corrections vs the A¢pjet s0 one NP
factor extracted per prmax bin by fitting the function y = a. Fig 109 shows the NP correction
factors derived using the pr spectrum of the leading jet (top) and the factors using the the
various pr,max bins for the absolute differential dijet cross section in A¢pjjer (bottom). The result
is the same.

This study shows that NP corrections are important when dealing with absolute cross sections.
In the case of the the normalised differential dijet cross section in A¢pjjet there is no need to
apply any NP correction factor to compare theory to data.
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Figure 105: Non perturbative corrections for the normalised differential dijet cross section in
A¢pjjet for all prmax bins using PYTHIAG.
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Figure 106: Non perturbative corrections for the normalised differential dijet cross section in
A¢pjjet for all prmax bins using HERWIG++.
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Figure 107: Non perturbative corrections for the absolute differential dijet cross section in
A¢pjjet for all prmax bins using PYTHIAG.
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Figure 108: Non perturbative corrections for the absolute differential dijet cross section in
A¢pjjet for all prmax bins using HERWIG++.
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Figure 109: Non perturbative corrections derived using the pt spectrum of the leading jet (top)

and using the the various prmax bins for the absolute differential dijet cross section in A¢pjjet
(bottom).
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