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Abstract

The CMS experiment is one of the most well-known experiments in the world
and one of the four operating in the Large Hadron Collider (LHC) where hadron
bunches are accelerating and colliding up to a nominal energy of 14 TeV. The CMS
consists of detector layers where electrical signals are generated by: particle hits,
energy adsorptions and tube ionizations. Those signals are collected by electronic
Front-End (FE) boards, which transform the signals to digital information. This
information is processed by a complex electronic and subsequent computing network
in order to reconstruct the particle information (electrons, photons, muons and jets),
produced after hadron collisions in the center of CMS. Then physicists from all
over the world collaborate and perform data analysis and search for new Physics
phenomena that are consistent with the data collected in the CMS experiment.

The CMS Level-1 Trigger system (L1T) selects useful physics events at a
rate of 100 KHz having an input rate of 40 MHz. Initially, the system was
designed to operate to a luminosity of 103*cm=2s7!. According to the LHC phase
I schedule, on 2016 the luminosity has been increased by a factor of two and
reached 5x10%cm~2s! with the LHC phase II upgrade in 2025. The phase-I
upgrade of the L1T system is completed in 2016 and provides the required hardware
with state of the art Field-Programmable Gate Arrays (FPGAs) to compensate
with the requested performance for the higher luminosity environment the next
years. The L1T has two main branches: The calorimeter trigger and the muon trigger.

The upgraded muon trigger system is divided in three pseudorapidity (1) regions
that follow the physical structure of the CMS: the barrel, the endcap and the
common overlap regions. The Endcap Muon Track Finder (EMTF) has replaced the
old Cathode Strip Chamber Track Finder (CSCTF) in the 1.24 < |n| < 2.4 region.
The Overlap Muon Track Finder (OMTF) covers the region with 0.83 < || < 1.24
and has replaced both CSCTF and the Drift Tube Track Finder (DTTF), in that
region. The Barrel Muon Track Finder (BMTF) covers the || < 0.83 and has
replaced the older DTTF running until the end of 2015.

The phase-I upgrade of the barrel muon trigger is presented in this Thesis.
Multiple Track Finders (TFs), running in the legacy system, in several hardware
cards, integrated to twelve high-end processor boards. In the BMTF each Master
Processor virtex-7 (MP7) board processes data and finds muon tracks within one
wedge of muon detectors. The BMTF system is based on the uyTCA standard
replacing the old VME of the DTTF. The introduction of high-speed serial links
running at 10 Gb/s, reduced the interconnections and made the system easier for
any future intervention.



The BMTF, described in Chapter 4, finds muon tracks from data primitives
generated in the barrel of CMS. The data are concentrated from the new upgraded
sector collector system called TwinMux. The TwinMux combines data derived
from gas ionization (Drift Tube detectors, DT) and data derived from muon hits
(Resistive Plate Chambers detectors, RPC) moving the architecture from a muon
detector-based scheme (DT and RPC) to a geometry-based system (the barrel).
The TwinMux applies a timing correction of the DT data-primitives as the RPC
data-primitives “hits” carry less information but better time accuracy. In the
barrel, the TwinMux systems fan-outs its results called “super-primitives” to the
BMTF system. The transverse momentum pr assignment unit of the BMTF
has been improved by adding one extra logic branch to the assignment block
(Subsection 4.1.2.3). The implemented algorithm in the BMTF has been validated
by detailed studies and comparisons between the results of the BMTF hardware
and a bit-by-bit software emulator. The upgrade of the barrel muon trigger have
reduced the trigger rate for a similar efficiency to the DTTF, in order for the BMTF
to operate under higher luminosity, until the phase-II trigger upgrade starting on 2023.

The chosen FPGA used in the BMTF provides a large number for hardware
components. One third of the available hardware resources are utilized. The unused
components are available for future algorithm improvements. The BMTF sends the
“triggered” muon data to the next stage of the trigger chain called the micro Global
Muon Trigger (uGMT). The uGMT receives also data from the Overlap and Endcap
Muon Track Finders and sorts out the found muon tracks according to a predefined
quality rank.

During the first quarter of 2016, the BMTF subsystem was integrated and
commissioned in CMS underground cavern USC55. At this stage, several adjustments
and replacements was carried out to ensure stability and reliability. At the end
of the commissioning the BMTF was operated normally as a part of the new
phase-1 upgrade of the Level-1 Trigger at CMS. In addition to BMTF, firmware
for other subsystems of the Level-1 Trigger in CMS was developed. Logic based
on sheared MP7 Hardware description Language (HDL) code, was implemented in
three different subsystems: TwinMux, CPPF and AMC502 (AMC502 is part of the
micro Global Trigger, uGT). These basic logic designs were used as infrastructure
with which colleagues from the respectively groups developed their designs.

Finally, during the preparation years of the CMS trigger upgrade, work has been
done for the Timing and Control Distribution System (TCDS) upgrade. In a short
time of this period, three FPGA Mezzanine Cards (FMCs) was evaluated versus a
reference commercial card. The evaluation proved that the cards were able to run
optical links at the nominal data bandwidth which varies between them (0.4 Gb/s
to 10 Gb/s). These FMCs are used in the TCDS carrier card, designed at CERN,
called Flexible Card kintex-7 (FCT).



The work described on this Thesis, carried out according to the Technical
Design Report: TDR2013 [1|. Four papers concerning the BMTF system, have
been published, after work was presented in different conferences: TWEEP2015 [2],
TWEEP2016 [3], ICHEP2016 [4] , VCI2016 [5]. One Detector Note 6] and one Twiki
web-page [7] with useful instructions for the BMTF user have also been provided by
the Thesis’s writer.
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To clhotnua oxavOaAoUO) TOU TELRGUATOS “LuuTayeEg LwANVoewdes Mioviwy
(Compact Muon Solenoid, CMS) tou Evpwmoixo) opyaviopo) TUpnvIXmY EpEUVEMY
CERN (Conseil Européen pour la Recherche Nucléaire) ovofoduileton cuveywe
€TolL (OoTe v Umopel var avtenegéhdel oTny Oho xou oUEAVOUEVY] PWTEVOTNTA TGV
aMnhemidpdoenmy adpovinv. H avaBdduon aut elvar tpoypopuatiopévo va yiveto
oe @doelg, xatd Tic onoleg To CMS Slaxdmter Ty Acttoupyior Tou. Ou @doelg Tov
avoffoduicewy Tou NAEXTEOVIXO) ETTEBOU TOU GUOTAUNTOS OXAVOUAOUOU (Level-1
Trigger, L1T) Zexivnoav to 2016 6mou o mporyuatomotfinxe 1 mpodtn @don
avofBédduong. To 2025 elvon mpoypopuatiopévo vo cupPel 1 0elTeEn PAoT X GTNY
ouvéyeta axohovdoly xou dAkeg pdoelg avoPaiuloswy uetd to 2030.

TuAua tou mpdTOL emmESou  oxavdahopol (dnhadY autol mou  oamoptileTo
and nhextpovixéc povadeg emelepyooiog) e me®TNG @done tne avoBdiutong tou
mepdpatogc CMS meprypdgetan otnv mopovoa Awaxtopnr| At To xevtpd
1 Bapehoeldéc oo Tnuo ebpeane tpoyidv woviwy (Barrel Muon Track Finder, BMTF)
amoteAel To Boaoixd avTixeipevo mou cuvodiletal OTIC ETOUEVEC EVOTNTES, OL OTOlEC
CUUTANEOVOVTAL amd TNV Tapoucioot) epyaciog Tou agopd ot TEPLOCOTERA TUAUNTA
ToU cuoTHUaToC oxavdokiopol L1T. 'Etol extéc and 1o BMTF napoucidletar xou
gpyaoio mou agopd tela Lo THUNTA GUAAOYNG xou Btavouric dedopevewy: TwinMux,
Pre-Processing and Fan-out (CPPF) xou AMC502. Kadde eniong xon aiohdynon
A(hG AELTouRYiog NAEXTEOVIXMY XUPTHOV OL OTOLES YENOUOTOLUNXAY GTO UG TN
ehéyyou xau dravouric yeoviopol (Timing and Control Distribution System, TCDS).

O ahyopriuoc Tou BMTE avantiydnxe ye Bdon awtédv mou Aertovpyoloe €we 10
téhoc¢ 2015 7o mohondTEpo GVoTNUN GXavdUAloUo) To omoflo ovoudleton Drift Tube
Track Finder (DTTF). ¥to véo clotnuoe, o olydprduoc napouciace ixavomotntixh
am66001) Tou ETBELonwiInNKE YEGK CUYXEICEWY TOU £YVaY UE TNV ATdBOGT] CUCTAUNTOS
amouiunong Tou aAyéeriuou AVETTUYUEVOU GE AOYLOULXO.

Kotd tnv  Oudpxei tng  ouvapuohdynone Tou  CUCTAUATOC OTo  TElpod
EYHATAC TAINHAY NAEXTOOVIXEC XAPTES, OMTIXES (VEC GAAGL X OTTIXG €A, TUAUO TOV
omolwy avTixaTas Tdinxe Adyw U avoronuxhc Aettoupyiag toug. Koatd tig mpoteg
doXWES TO oV TNUo Tapouciace TeofBiAuata ta omolor Aodnxay oo oTa yEovixd
repriopta mou etyav tevel xan €tor o BMTE télnxe oe mirien Asttoupyio mpwv o
nelpopor CMS enavoakeitovpyrioet yio o 2016.



The CMS Barrel Muon Track Finder

Ewocaywyr otnv avaf3dduion Tou cuCTAUATOS
ORAVOAALCUOY TWV ULoViwyV

To neipapa “Buunayéc Mwinvoetdéc Mioviwy” ¥ Compact Muon Solenoid (CMS)
ebvon éva amd Tar mepduaTa Tou AduBdvouy ywea oto BEupwmoixd Kévipo Iupnvixoy
epeuvev CERN) ntou Beioxeton xovtd otn Fevedn. O oxondg tou elvon 1 metpouatixy
uehétn e Puouic Tdnrodv Evepyeidv péow oAnAemidpdocwy adpoviwy UeTd amd
™V emtdyuvon Toug oto Meydho ASpovind Emtayuvth ouyxovouévwy deouwy (Large
Hadron Collider, LHC).

o xdde ardnienidpaon ot aviyveutée tou CMS mapdyouv tepdotio dyxo
Thnpogoploc peydho Uépoc Tng omolug Oev elvor yeNOWO OTNY  aVIAUCT, TGV
anoteheopdtov (my.  VoépuPoc). Emmiéov ov mepiocbtepec alhnhenidpdoeic Sev
TEOCPEQOLY XYTL VEO 1) XATL ypnowo otny Puowr| xar emouévmg dev ebvon avoryxato
VoL AOUNUEUTOUY YLoL TEQOLTEQE) OVIAUOT).

[a tov Adyo outd eyer avoamtuydel éva oloTnuo emAOYAC TV YENOWWY
alknhemdpdoewy To onolo xaheitan cUoTnuo oxovdoliopyol (Trigger). to melpoua
CMS 10 olotnua emhoyic vhomotelton o B0 emineda.

To npdhto eninedo oxavdohopot (Level-1 Trigger, L1T) ypnotuonotel omoxhelo uxd
nAexTpoVIXéC Uovddeg eneepyaocioc, oyedlaouéves ewdwd yioa to CMS. To clotnua
L1T amogacilel yéoa oc 3.2 us av 1 mhnpogopia Tou GUAREYUNXE amd CUYXPEOVCELS
adpoviny meénel va anodovel oTo BelTepo EMNMEdO OXAVOUAOUOD N Vo amopELpUEL.
To L1T mopéyet xovdhior (xatnyoplec) oxavdaAlopo) Tou avTloTotyovy GE XoTNYopies
owuaTdlwy 6nwe Tidaxes cwuaTdiwy anotehoueves amd adpdvia (jets), pepovouéva
wévio (single muons), Sithd wévia (dimuons) xow dhho. To clotnua L1T hopBdver
ocdouéva and toug oviyveutée pe ovyvotnia 40 MHz (Snhadh tnv cuyvotnta
alknhemdpdoewy mou mapéyet o LHC) xau omobdider to amoteréopata 6to BelTeRO
eninedo oxavdahiopol ue ocuyvotnta 100 KHz.

To deltepo eninedo oxavdohopot (High Level Trigger, HLT), udiic AdBel ond to
L1T 7o ofjpo oxovdohopol “Level-1 Accept” (L1A), SwfBdlet xou enelepydletar tnv
TAnpogopla mov tpoépyetar oo to L1T oty custotyic unohoylotdv tou (computer
cluster). To HLT eméyel to YEYOVOTO TOU IXOVOTIOLOUY GUYXEXPLUEVOUSC XAVOVES
o%UVOUALOUOU oL omolol TEOXUTTOUY UGTERA ATd UVUAUCELS PUOIXGY LOLOTHTWY TGV
TEOYIOY TWV CWUATIOWY T ontolol TEoXITTOLY and Tig aAANAemdpdoelc. Ao Tic 40
x 108 OANAETBEAOELC TO BEVTEPOAETTO TOL Py xd cuufatvouy 6Tto %évtpo Tou CMS
avd deutepdhento, 1o HLT emiéyer tg 100 oahAniemidpdoelc avd BeUTEPOAETTO TIG
TEPLOCOTEQO EVOLUPEPOVUTES.

To mpdto eninedo oxavdahiopol tou CMS yweileton o8 OUddES UTOCUC TUATCY
oxavOoMopol: Tov oxavdolMoud Tou xohopétpou (calorimeter trigger) xow tov
oxavdahopd v povieov (muon trigger). To deltepo omoptileton yweixd omd
EUPETEC TEOYLOV Woviwy oL omolol houdvouy Bedouéva Ta OToL TAUEdYOVTOL GTOUC
TEEIC TUTOUC OV VEUTOVY Hloviev: Yahdlouc toviopol Ue NAEXTEOdL (&vodo, x&dodo),
mhdxec udmiic avtiotdoewe (Resistive Plate Chambers, RPC), aviyveutée Yohduwy
ohioUnone (Drift Tubes, DT) xa toug aviyveutéc Yohdumv xadodixdy Aopldomv
(Cathode Strip Chamber, CSC).

H oavéntuén tou L1T tou CMS Zexivnoe to 2000 [1]. Eivon xavd va hertoupyet
OE POTEVOTNTA AAANAETLOPACEWY (luminosity: ouvteheoThC avoloyiog UeTal) TOU

eLIUOY TV AAANAETULOPAOEWY %ol TOU AVTIOTEOPOL TNG EVEQYOUC BLATOUTC, dd—];/:L/a)
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éwc 103 em™2s7!. To 2016 n luminosity auZfdnxe oto 2 x 10** cm™2s™* xon to 2025

UETE TNV Beltepn @don avaBdduione tou emtoyuvth (Upgrade Phase IT) Yo ¢tdoet
w7.5x10* cm 257! H av&nomn tne luminosity (exdvar 1) avdver Tov puiud twv
BLadOY XY GUYXPOVCEWY TIOU TEAYUUTOTOUVTOL OYEBOY Tautdypova (pile-up) 6tav
ouvavtevtor d0o avtidetng xatebuvong moxéta tpwtoviwy (colliding bunches). To
véo TEpIBAAoV cLYXEoVoEWY amontel UEYAAUTERY ATMOBOTIXOTNTO TWY NAEXTEOVIXGY
uovédwv (efficiency), xahitepn oflomotio Tou VA0V xat pelwon e cuyvoTnTog
oxavdolopol (trigger rate).

‘Onwg  mapouctdletar 0To TeEYVXO Oehtio Tou  avaBadulopévou  GUGTAUNTOS
oxavdohopol (CMS Technical Design Report for the Level-1 Trigger Upgrade,
CMS-TDR-12) 1n anodotixétnta elvon ueyolUtepn o 0 pUIUOS GXaVOUNOHOU
UxEoTEROC  OTaY oL ahyopLiuoL  yeNnoLoTololy  TANeogopla omd  TEQIGGOTEPOUS
oLy VeLTéS [2].

o tnv avaBéduiorn Tou NAEXTEOVIXOU GUCTHUNTOS OXUVOUALOUOU GTNV XEVTELXN
neptoyf) tou CMS  (xuhwvdpwd xevtpixé tufuo tou CMS), ov ahydprduor Ttou
CUCTHUUTOS OXAVOUMOUOU TV UOVIKY YENOLIOTOUoHY OEDOUEVA WOV amtd TOUG
ovyveutég VYohduwv ohiodnone (Drift Tubes, DT). To 2016 to clotnua L1T
enavaoyedidotnxe. Méta tnv avaBdduon auth) to véo choTnua eVpEoNS TV oviny
NG XEVTEWAC TEQLOYHC AUUBAVEL TAEOV BEGOUEVYL XAl o6 TO DEUTEQO TUTO VLY VEUTHV

TV Woviwy, Toug Yokduoug Vool e TAdxeS LPnirc avTiotdoswe, Resistive Plate
Chambers (RPC).

Ewova 1: Avoxataoxeur] Tpoyiov QopTIoUEVKY owuaTdlwy ot ahknienidpacn p—p o
nepBdihov uhnhot pile-up (VPN potevdTTa).

LNy exova 2 galveTon 1 ahhay T} TNG OEYLTEXTOVIXTG TOU NAEXTEOVIXOU GUGTYUTOS
OXAVOUALGUOU TOV UOVIWY AT ApYITEXTOVIXY) AAYORLIUOU OVLY VEUTHOVY OE ORYITEXTOVLXN
oAy 6priuou TEQLOY V.

To clotnuo oxavdolopol Twv Woviey meptlopfdvel T0 cUoTNUA AVEVRECTC
TEOYUOY OTNV XEVTPIXY| TEQLOYT| 1 TTERLOYT] TOU XUALVOELXOU XEVTEIXOU TUAUATOS (Barrel
Muon Track Finder, BMTF), 1o cUotnua avelpeonc Too iy oTny AmoUaxpuUoUEN
nepoyf 1 mepoyfy xomoacdv (Endcap Muon Track Finder, EMTF) xo téhog
To OUCTNUO AVEVRECEWS TEOYUOY OTNY XOWY| TEELOYT 1) oTNv meptoyn emixahlewe
(Overlap Muon Track Finder, OMTF).

To BMTE Aoufdver dedouéva amd to avoPodutopévo cOoTNua cUANOYHAC Xl
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oy emelepyaocioug dedouévwy TwinMux. To EMTE loufdver dedopéva omd
T0 cUOTNUA cUMOYHS Tpo—enedepyaoiag xar Tpowdnorng dedouévwy, Concentration
Pre-Processing and Fan-out (CPPF) xaw and toug aviyveutéc Yahdumy xododiv
Aopldwv, Cathode Strip Chamber (CSC). To OMTF AauBdver Sedopéva and o
ovo ot CPPF xo TwinMux xodo¢ eniong xon omd toug aviyveutég CSC.

ENDCAP TRACK OVERLAP TRACK BARREL TRACK
FINDERS | FINDERS | FINDERS

MUON TRIGGERS
BEFORE THE UPGRADE

COP.TO OPT.

2

DPT_SPLITERS SORSIDOBLS

CPPF

DETECTORS
AND SPLITERS

MUX and
FANOUT

REGIONAL
PROCESSORS

Ewxéva 2: Aplotepd mopouctdleton 1 dpyITEXTOVIXY TOU NAEXTEOVIXOU GUCTAUNTOS
oXAVOUMGUOU TEY amd TNV avoBdduior) Tou xan Bedid YETA amd ouThY.

Kevteuxd chotnuo oxavoaAiopol ploviwy

‘Onwe gaiveton 0To aplotepd UEpog NG exovag 2, €wg To 2015, to nhextpovind
olLoTNHA, AvEVPEOTS TEOYLWY TwV Yakduwy oklodnong oyedidotnxe wote va Bploxel
OTNV XEVTPXT TEQLOYT| TEOYLES Woviwy amd dedopéva Twv avtyveutoy DT xou otny
Teploy 1y emixalben amd toug aviyveutéc CSC. To chotnua oxavdaAloUo) TEOTUTKY
TpoyuY Woviwy (PAttern Comparator Trigger, PACT) oyedidotnxe dote vo Peloxet
TEOYIEC OVIKY OTIC (DIEC TIEPLOYES. MITNV GUVEYELY, OTO YEVIXO GUCTNUA CXAVOUMGHUOD
Global Muon Trigger (GMT) egappolétay évag ahybpripog emAoyic TV XoAITERWY
woviwy amd to 800 GUOTHUUTA.

Y10 0ed16 pépog TN edvag 2 gutveton To avaBaiulouévo UG TN OXAVOUALGUOU
TV woviov xou oe x0xho 1o clotnuo BMTE nou avtixatéotnoe to DTTE xou
0 PACT oty mepoyrp tou xuhvdpixol xevipixol tuduatog tou CMS.  To
BMTEF JopPdver 6edouéva and 1o obotnue TwinMux.  To TwinMux cuvoudlet
v TAnpogopla TN ywviog xou g Y€ong TV TEoYLOV TV wovioy and Toug
DTs xaw RPCs. Ta anoteréopata tou cuvduaopol divouv oto BMTE mapduoia
amodotxdtnTo. o cUyxpon Ye to DTTF, younidtepo pudud oxoavouiiopod o
ueyohbtepn Staxprtixdtnro (granularity). To BMTF otéhver ta tpior xohbtepa udvia
ané xde eniunxec opnvoeldéc Tufua (wedge) Tou XUAVBEIXOV XEVTEIXOU TUALATOS TOU
CMS, oto avaPBaduouévo yevixd cLoTNUN GXaUVOUAoUo) ToV Woviky micro Glogal

Page 40 N. Loukas Summary in Greek



The CMS Barrel Muon Track Finder

Muon Trigger (uGMT). To xdle c@nvoeidés tunuo efumnpeteiton amd o xdpTa
MP7. O yeyiotog apriude twv poviwy and T ouvohixd dwodexa xdptec BMTE nou
TpowdolvTon yior tEpatépw avdhuot ebvon 36. Telwnd amd Tor Ut To ULOVLAL 1) ETOUEYT
uovdda oxavoolouol pGMT, emiéyel o T€ooepa xoADTERA.

To nhexTtpovixd LALXO TOU CUCTAUATOC
OXAVOAALOUOU TNG XEVIPLXNS TERLOY NS

To clotnuo BMTFE yenowonotel povtépva teyvoloyio mou 1dn yernowonoteiton
OE TNAETUXOVWVLIIXE GUCTAUATO X0t ToREYEL alomio Tlar xan VYNAY| oyl eneepyaocioc.
To ocOotnua oxavoakiopot BMTE uvlonomdnxe oto tniemxowwviaxd mpotumo
micro Telecommunications Computing Architecture (uTCA) avuxahotdviac étot
0 omopyouwuévo mpotuno Versa Module Europa (VME), mou yenowomowidnxe
oto DTTF mpwv andé v avaPBdduon. H Aoy nou yenowonotcitaw oto BMTF
OYEBLIGTNXE o VAOTIOLAUNXE OF TEOYRUUUATILOUEVO OROXANPOUEVO XUXALUN TUTOU
Field-Programmable Gate Array (FPGA) tnc oepdc Virtex7 tne etaupiog Xilinx.
To FPGA autd unepxahintel Ti¢ anoutioel tou avoPoduouévou DTTE t6c0 otny
ToOTNTOL 660 o aTouC amoantovuevoug Topou (logic slices, block memories, DSPs,
MMCMs, Look Up Tables x.a.). To BMTF yenotuonotel 12 xdptec Master Proccesor
Virtex-7 (MP7). H MP7 eivar pio xdpto tonov Advanced Mezzanie Card (AMC)
xou aiveton otny exova 3. ‘Eyel oyedaotel oto Imperial College xou yenowonoieiton
evpéwe oto melpopo CMS [3]. Xto obotnuo BMTF xdde xdpta MP7 xahinter to
1/12 e xevtpc meptoyric Tou xuAvdpixol xevtpxol tuiuatoc tou CMS 1 evég
o@nvoedole TuAuatoc (wedge) xou anoteleltan omd mévte Topelc (Sectors) aviyveutdv
DT xou RPC xatd urpxog tne diebduvong tne déoune mpwtoviwy. To ukixd tne MPT7
TEPEYEL UETAEY SAOV:  xUXAOUOTA Ypoviopol yweic Yo6pufo (Phase Locked Loop,
PLL) mou mapéyouv oto FPGA pold YOUNATG BLodUavong 6TO YPOVO avOdoU XaL
xod6dou (low jitter), uxpocheyxty (MMC) g etouploag Atmel o omolog eréyyet
TNV OUaAY| Tpogodocia TNE %dETAS, UECOV AMOVHXEVOTS XAl PORTWOTS AOYIXAS TUTOU
micro Secure Digital (©SD) xat 12 ontixd cuothuoto minipods ta onolo petatpénouy
TO NAEXTEIXG OGN0 GE OTTIXG Xo GUVOXE Tapéyouy Toyltnta 72 x 10 Gb/s ontixdy
HOVOAODV.

Ewdéva 3: Master Processor - Virtex-7 (MP7)
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Yy eméva 4 mopovotdletoan 10 nhextpovxd mhaioo (WTCA  crate) tou
ovotiuatog BMTE to onolo péow twv 6 MPT7s ypnowomnoleiton 6Tov oxavdoMouo
Woviwy TV dve 6 o@nVoeldny TNUdToY. NTo aptotepd BploxeTon 1 xdeTo EAEYYO0U
xou eEUTNEETNONG TOU CUOTAUNTOS 1) OTolol XUAELTOL UETOYWYENS XoL OLoyELRLo THC
dedopévev tou mhawoiov (MicroTCA Carrier Hub, MCH). Xta 8e&id undpyet 1 xdpto
AMC13, n onola and v plo dravépet tov ypovioud tou LHC xan Baocwée evtorég
omwe:  “Aertolpynoe”, “otopdtnoe v Aertovpyla” otic MPT7s xau amd tnv dhhn
OUAEYEL DedopEva antd Tic MPTs, to moxetdiper o T GTEAVEL 0TO GUCTNUA GUANOYTC
dedouévmy, Data AcQuisition (DAQ).

Ewéva 4: To cbotnua BMTE v Wedges 1,2,3,4,5,6

O aiyoderduoc tou BMTF

To ocOotnua oxavdohiopol Twv doviey g xevipic mepoyrc tou CMS
opadomolel Toug aviyveutée oe 12 ognvoedr tpApata.  To xd) éva améd outd
anoteheitar and b5 toyeic (sectors) xou xdle sector omoteheiton ambd oviyvEUTEC TOU
xohoUvtar otoduol povioy (muon stations) xou amotehovviaw ané 4 DTs xau 3
RPCs.  Ou nhextpovixég povddeg mou Peloxoviar eVouUatwuévee oto Tow uépog
TWV OVEYVEUTOV auUTRY, Wéoa oe nhextpovixé coot (minicrate), petatpénouv ta
avahoyixd orarto Twy avtiotorywv DTs xou twv RPCs g dnglaxt| mhnpogopia 1 onola
omoxaheiton trigger primitives. To 6edouéva autd @Tdvouv oTig xdptec Tohumheiog
xou Stavouric TwimMux [4].

BMTF
— S — wedge n+1
‘ RPC stations | 10Gb/s
Sl - p—— BMTF

SECTOR [ webfsv

10Gb/s

BMTF
wedge n-1

Ewéva 5: TwinMux - Kdpta cul oy xon dlavounc dedouévmy evog sector

Page 42 N. Loukas Summary in Greek



The CMS Barrel Muon Track Finder

Ynig wdpteg TwinMux eqapudleton évag alyopriuog eumiouTionol Tng TANeogopiog
TOL GUUTANE®OVEL Tar primitives Twv DTs ue dedopéva and ta 3 RPCs tou (Blou topéa
(sector), 6tav to evepyd DT's etvon hrydtepa and 4. To dedopéva mou TpoxinTtouy and
Tov ahyopripo eumhoutiopol tou cuothuatog TwinMux xoholvtar superprimitives.
‘Onwe gabvetar xouw oty ewdva 5, N xdde xdotor TwinMux elunnpetel évay topéa
(sector) oaviyveutdv xou oTélver to (Sl dedopéva oe teelc xdptec BMTF (fan-out).
To fan-out yivetar pe tétolo TpoTO, WoTE 0 VAYOEIHOg Tou cuoThuatog BMTE va
Beloxel Tpoyiég woviny ta ool diEpyovTal amd yeitovixd sectors.

To clotnua BMTE yenowonotel to 5edouéva amd ToUg aviy VEUTES TNG XEVTEIXTG
neptoyric ue devdowxitnra |n| < 0.85. H Uéon mou Beédnxe to woédwvio, 1 yovia
@, n diebduvon n mou ebye, xadde xou 1 oxplBela TwV YETPHOEWY GUVUETOUY TNV
el mAnpogopia (aptotepd Tunuo g ewodvoc 6). H axpifela twv petprioewy
exppdletan ue tor (Buadixd) nopior mowdtntoe (quality bits). O olydprduoc tou
ovotiuatog BMTF yenowomolel tnv mAnpogoplo Tng ElGHBOU YL VO VAU TACKEVIOEL
TIC TPOYLES TOV ULOVIWY %01 VoL ATOXAE(CEL AUTEC TTOU BEV IXAVOTIOLOLY TI GUVIHXES TTOU
npoadloplodnxay e mpooouoiwar (uecaio Tuiua tne exévac 6). And g Tpoyléc mou
meoxOnTouy To cUotnua BMTE unoloy(lel Ti¢ @uoinéc mopaéteoug Twmv UToPhHpLY
woviwy (8e€L6 tuiua g ewdvog 6). Amd Ty xaumdiwon g teoydc urtoloyileton
1 €Yxdpotol opUr| xaL amd To onuelol TOL TEPVAEL TO ULOVIO TEocdloplleTon 1 apytxh
oevduvor] tou.  Télog amd To MAYDOC xou TNV TAUTOTNTO TWV VLY VEUTOV TOU
xotéypadoy Ty teoytd utoroyiletou N mowdTnTa TG TEoytde (quality bits xou track
address). O olyépriuoc ywpileto o€ tpelc nhextpovixéc povades [5]:

$I

i
/ T
/r’ —
. - qualiry
.:E;J;];.f%u;’.irs 3, TS4) — =
=
extrapelation
result "10"

Ewéva 6: O ahyopriuoc oxavdahlopol twy woviey tne Teptoyfc |n| <0.85 - BMTF

1. H mpcdTn niextpovixt| Lovddo xoAeitar Lovada tpoéxtaong ue Bdor ta undpyovia
otowyela npoPorfc (Extrapolator unit). Ye auvtiv ypnowonototvta, 1 9éon, 7
olevYuvon xon 1 axpelfeta, mou Beédnxay oe dapopetinoig Yarduoug DT Tou
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xevtpxoL topéa (own sector). Me ) ypron mvéxwv avtotoiytone, Look Up
Tables (LUTs) to vnodrpio wévio npofdihetar otov endpevo Hdhauo dnhadh
eNEyyetar av undpyel orfjua avtioTolyo Tou Woviou cTov emouevo Ydhapo. O
oAy OpriUOg EAEYYEL OV 1) TROEXTACT) AUTH vl EVTOE EVOS amodexToL Tapailpou,
av Oyt Ut To TUNUA TNE TEoYLE amoppinteTon. O (Blog ahydpriuog Acttoupyel
TUEIAANAN GTOUG YELTOVIXOUS TOUE(C.

2. H dedtepn nhextpovixn povddo xohelton Hovddo cUVURUOAGYNONG TNG TEOYLAS
(Track Assembler Unit). Ye authy, To anodextd emuépous TUAUATA TLV TEOYLOY
NG TEONYOUUEVNS HoVAadog cuVUETOLY plor TAREN Teoytd pe TNV aviioToiyn
nodtnto (track address).

3. H tpltn nhextpoviny) povddo xoheltor povddo aviiotolylong (Assignment
Unit). Oupoinc pe TNV TEOTN YOVADA XAl OE AUTAV YENOHIOTOLOUYTOL THVUXES
avTioTolylong (LUTSs), ot onotot maipvouv ™ Siebduvot| Toug and TNV €€odo TNg
TEOMNYOUUEVNS HOVADUS Xou Ay oLy Ti¢ avTioTotyec puotxéc tapauéteous. Kot’
QUTOV TOV TEOTO, UECW QUTAC TNEG LOVAdAS, 0 alybprduog eCdyel T eyxdoota
opuny (pr), ™y debduvon (¢) xaw v T e Peudowxitnog (1) e TEoyLdC.

Kdlde xdpta MPT PBploxer tpoyiéc poviov mou mepvoly amd TOUAdYLoTOV 5U0
Yaduoue ohiotnone twv woviewy (DT). O tpoyiée autéc umopel vo mpoépyovto
1660 ond Yertovxols 6To ¢ Yohduouc (Yertovinée o@rivec) 660 ot omd YEITOVIXOUG
oto 1 Yahduoug. MTnv exéva 7 QoiveTon TO TOPUOELYHO UG TEOYLAS TOU TEQVAEL
Ao YEITOVIXEG OQNVEC. 2TO CUYXEXPUIEVO TUPADELYUO O EMEEERYUOTAS TNG OPYvag 2
aval Nt Tpoytés Wwoviky. o vo avaxataoxeudoet Ty Teoytd AouBdvel dedouévar o
omo Tic opfveg 1 xou 3. O ahyopriuog Aettoupyel mopdAAnAo yio OAEC TG GPTVEC.
Kdlde pio and Tic dwdexa xdptec otéhvel o Tplar xahbTepar umogrgLor uiovia 6To
avaBoduiopévo cloTnuo Yevxol oxoavdoiiopod twv woviey pGMT. To teleutaio
XAVEL TNV YEVIXY| TAEVOUNOY TV UTOPAPLOY UOVIkY Tou TeoépyovTon and OAEG TIC
Teploy€g aviyveutwy tou CMS, dnhadt and to cucthpata tou BMTE, tou OMTF
xaw tou EMTE. To puGMT oxupcver xdie @opd €va €x TV duo (Blwv uoviey
mou poxVTTouy amd Buo dapopetnd cuvothote (t.y. BMTEF xaw OMTEF), Aéyw
aAnhoxdAudne tne meploy i xan xpatdel Ewe 4 wiovia and TNV Teploy ) Tou BapeAto.

Ewéva 7: Tpoyid poviou elcepyduevn oe Yertovixoig Yorduoug.
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Egoapuoy? tng Aoyixrg Tou CUCTALATOZ
OXAVOAALOUOD TOU XULALVOELXOU XEVIELXOU
TpAUatog Tou CMS 6T0 ONOXANEWUEVO XUXAWUL
virtex-7 tng xdptagc MP7

O ahyopriuog tou cuoTAuaTOg XxoMS o N AOYWXH TOU YEVIXOU eAEY)you
NS %EPTAC, TOU XUXAGUATOC Ypoviopol, twv demagponyv (I2C, SPI, IPbus), Tou
ao0YYPOVOU e TOXOMOU emxotvwviog tayUtntag 10 Gb/s, tne hoyixrc popgponoinong
0EDOPEVWY %ol TNG AMOGTOA\C 0To cUGTNUo detyuotohndlac, cuviétouv To Glvoro
TV BlooLVOEcEWY (netlist) MAEXTEOVIXGOV AOYIXGY TUAGY, TVIXWY ovTIoTolYloNng
(Look-Up Tables), uvnuyv, xuxhoudtwy yeoviouol (PLLs), ceploxdv mopmodextoy
(transceivers) xou evioyutwv. To netlist mou npoéxude amd v hoyixr mou
YENOWOTOLETOL OTO TEOYPAUUUUTILOUEVO OAOXANPOUEVO XOxhwuo virtex-7 tou BMTF,
TeomoTOAUNKE €TOL WOTE Vo IXAVOTIOLEL TOUG YWELXOUS Yol YPOVIXOUS TERLOPLOUOUE
mou TldevTal amd TNV UPYLTEXTOVIXH TNG OELRdS 7 OAOXANEWUEVLY XUXAWUATWY TNG
etarplac Xilinx, and toug mépouc mou dlardétel To cuyxexpwévo FPGA adld xan omd
™V anadtnon mou TEUNXE Yo UXEOTEPO YEOVO EMELERYACIUG TKV BEBOPEVODY XL TOU
ehdytoTou duvatol yedvou andxpeione Tou cuctidatog BMTE.

Apywxd o ypdvoc enelepyaoiog Twv OedoUEVWY
Tou cvothuatog BMTE 7rav (cog pe ypdvo 20
odnhemdpdoewy (bunch Crossings, BXs) npomtoviwy
oto CMS o omoloc elvar peyahltepog amd autodv
mou oploTnxe Y To cUoTNUA xou €TOL OEV rTay
dLVOTY| T YenoT Tou. Metd and Tpomomooelg
TOU EYWOV OTNY AOYXY) Xou OTO GUVOAO 1wV
OLoLVBECEWY TToL TPoEXUE, 0 Ypdvog emelepyaoiog
Tou alyopwiuou pewwdnxe ota 6 BXs. H peiwon
oauTy| Baclotnre oTNV aVTIXATACTACT TOU EOAOYLO0
Tou olyopripou (40MHz), pe pohdr (160MHz) xou
otov emavaoyedaoud tou netlist.  Ernlong tufuata
TOU aAYOprpou OTWE AUTO NG XATATUENG TV
woviwy og Gelpd TEOTEPAULOTNTAG OYEDUC TNV OO
NV apYY| €TOL MOTE VoL TOEAYETAL TO (Blo amoTENEOUA
OANG o cLUYYEOVLS Vo agotpe oy TUAUOTH T
Onutovpyoloay xaduoTEENOT) OE GHUNTA UTOXPLOTC.

Ewoéva 8 Egopuoyh g
hoywric oto FPGA.

To netlist tov BMTF opyoaveinxe oe tufjpora xan
autd optodethHdnray o Teployéc Tou FPGA ol omoleg
gofvovton 0Ty ewodva 8. 3To x{TEVO TUAUA TERPLOPICTNXE 1) AOYIXT] TTOU TEPLEYEL TOUG
OELPLXOUG DEXTEC UE TO ACUYYPOVO TOWTOXOMAO ETUXOWMVING Xl UVAUES ELGOBOU.
210 TPdoWo TUHUN TEPLOPICTNXE 1) AoYLXY) TOU TEQIEYEL TOUG GELLUXOUS TOUTOUE Xl
avTlo Toly o TO ACUYYPOVO TEOTOXOMAO ETXOWVWVING Xt HVAUES €CO00U. 1TO XEVTPIXO
1 xooavo Tufua Beloxetan egapuoouévn n Aoy tou BMTE. Yto umie turua
eqappoletar 1 Aoy culhoyrc Sedopévov (DAQ) xou oto wof n Baocy Aoy
eNEYYOL TNG AAPETOG.

H tehuxn exdoyn tne egapuoyrc tng Aoyurc Tou BMTE deouetel to éva tpito tov
OLIETULWY NAEXTEOVIX®Y TIORMY YEYOVOS IOV ETUTRENEL TNV TEPAUTER ava3diuior Tou.
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IToocopuoy? tTng Aoyixng Tou avantOYUNXE YL
TNV NAexteovixy xapta MP7 o xdpteg Tou
CMS L1T éxtdc touv BMTF

H Xoyue mou viormouinxe oto cbotnuo BMTE Pociotnxe oto ukixoloyiouxd
(firmware) tng MP7 xdptac, n onola uhomoidnxe oto FPGA xc7vx690tffg1927-2 tnc
oepdg virtex-7. Xtnv hoywt| tng MP7 npocapudotnxe o ahydpriuog tou cuoThuATOC
€tol woTe vo ouvepydletan Ye authy. To firmware tng MP7 nepiéyel tnv Bacuxh Aoyixn
1 omofa anaptileton and to mapoxdte TuApoto (blocks):

1. Baow hoyuxry (Infrastructure block). Iogéyer v Senogry IPbus xou v
avtioToryn Aoy, ye TNy omola eAyyeTon 1 xdpTa X 0 oAyéeruog Tou
epopudlet.  Ernlong mepiéyer povtépvo xixhwuo yeoviouol PLLs mou otny
oxoyévet ohoxhnpwpévoy Virtex7 xarovviow MMCM (Mixed-Mode Clock
Manager).

2. Tufpo ypoviopot (Timing Trigger Control, TTC). Eleyyoc tou cuctiatog
OXUVOUAOUOU omtd TO GUOTNUL GXAVOUAOUOD, EAEYYOU Xou Olavouric Tou
yeoviopoU (Trigger, Control and Distribution System, TCDS) péow Bacixy
evToA®Y “Eexiva”, “otapdta” xau “ouyypedvioe Ty Aettoupyia” (BGo commands)
xou avéxtnon tou ypoviopol LHC oto tomxéd olotnua (TwinMux, CPPF,

AMC502) péow tou TCDS.

3. Tuhua popgonoinong dedopévwv (Formatters block). IlepiauBdver popgpomnoinon
X0 TAXETHPLOUAL TV DEBOUEVMY YO TNV ATOCTOAY] TOUG HEGK OTITIXMY VDY GTO
EMOUEVO GUOTNUN OXAVOUALOUOU.

4. Tudpo Mdne xon amoctolic dedouévewy (Datapath block).  IepthopBdver
acOyypovn Senagh oeptoxdy (ev€ewy Toyltnroc 10 Gb/s yio amootoly
OEDOPEVWY OF OTTIXES (VEg Xa UVIUES TOAMATATC YPNAOTS TTIOU YETCLOTIO0UVTAL
yiot AN %o amoo ToAT| BEBOPEVLV.

5. Turuo amoctohfic oto oVotnuo Oetypatoinloc DAQ.  (Readout block).
HepuhopfBdver Slemagry TOU GUOTAUATOC UE TO GUCTNUN CUAAOYNC BEBOUEVWY
(DAQ). Mok 1o cvotnua BMTF AdBel to ofua L1A, n Aoy cukhéyel
Tor 5edouéva €16600U xaL EE600U TOU CUCTAUNTOS, TA TOXETUPEL TPOCVETOVTOG
emuxeahido (header) xan oxohoudior Sedouévev (trailer) xar tor amoc €AAeL GTOV
DAQ.

H Jhoywr mou oyeddotnxe yw v xdpto MP7  enoavacyedidotnxe  xou
TEOCUPUOCTNXE OE TElol AXOUO UTOCUC TAUATA TOU CLUCTHUNTOS oxavdokiouol L1T
tou CMS, 1o onolo yenowwonoody dlogopetind Lxéd (hardware). Xtnv exdvo 9
Topouctdleton To hardware Twv CUCTNUATWY AVTWV. LTO UPLOTERA POLVETOL 1) XAPTA
Tou ovothuatog TwinMux nou Baciletan oto FPGA xcTvx330tffgl761-3 tng oeipdc
virtex-7 tn¢ Xilinx. Ytnv péorn anewovileton 1 xdpta tou cucthuatoc CPPF nou
Baotleton oe 800 FPGAs. To éva eivan 1o xcTvx415tffgl158-2 tne oeipdc virtex-7 xou
70 dhho ebvor To xc7k70tfbgd84-2 tng oelpdc kintex-7 tng Xilinx. Xta 6eid aiveton T0
hardware tou cuctipatog AMC502 mou BaciCeton oto FPGA xc7k420tffgl156-2 tng
oelpdc kintex-7. Zexwvidvtag and v Aoy tou avartiytnxe v 1o FPGAs tne MP7

Page 46 N. Loukas Summary in Greek



The CMS Barrel Muon Track Finder

xa aponpvTog T TUHata Tou xwdixat VHDL nou yenowonotodvian otny emixovmvio
Tou FPGA pe 10 uhd g xdptac MP7, dnuoveyfinxe éva Bacxd nhextpovind
oy€dlo, To omoio ypnowonotfinxe oTNV avVATTULN AOYIXAC XAl YL TIC XFPTEC TOV
ovotnudtwy TwinMux, CPPF »xa AMC502.

(b) CPPF (c) AMC502

Ewoéva 9: Hhextpovixéc xdpte, oTic onoleg e@apuodotnxe hoyixy| 1) onolo avamtOydnxe
ue Bdon authy Tou oyedldoTnxE oty xdpTta MP7

Avantuin xdwa VHDL yia tnv xdpta TwinMux

Yy emodva 10 gatvetar 1 Aoyxr) mou yenowonotel n xdpta TwinMux xou o€
AOYUWVO HOXAO TO TUAUATA TOU AVTLY RPNV Yol EVowpaT@Inxay and tny MP7.

SuperPrimitive ALGO

Ewéva 10: Ta TwinMux xou toe xowd ue tnv MP7 blocks

H »dpta TwinMux yenowonoiel FPGA {Btag apyttextovirc ue authv Tng xdpTtog
MPT odrd Brardétel mepinou toug moolc tépoue. Erione to FPGA tne TwinMux etvou
ToUtepo (speed grade 3), yeyovog mou Tou emTEENEL Vo Yenoluonolel ToAamAdoL
oy Ut Mdne Sedopévey (oversampling). H TwinMux yenowponotel ta oxdhouda
TUAOTA oYEBLIoUEVOL opyd Yoo TV xdpTtoe MPT7.  Ilepiéyetan to Tufus Aoyurg

Summary in Greek N. Loukas Page 47



The CMS Barrel Muon Track Finder

yeoviopol (TTC) étor dote 1o obotnua va eréyyeton and to TCDS xou vo hopfBdivet
0 polét tou LHC. Emniong yenowonowel tnyv Baowxry hoywr| (infrastructure),
omou Yeow g denagrc IPbus yenowonotel dievuvon IP-UDP, n omolo ehéyyeton
oamd tov yenotn.  Télog yenotwomolel tor TuAUATH YopgoTmoinong, avdxTnong xo
anootolc dedopévov (formatters o datapath), ye ta onofo e@opudler aclyypovo
TEWTOXOMO emxovoviog ToyvtnTag 10 Gb/s xo HECW 12 OTMTIX®V XAVoALOY To
oedouéva amoctérhovton ot cuoTidato BMTE xoaw OMTE.

Avdantuin xdwa VHDL yix tnv xdpta CPPF

Yy exodva 11 gaivetar to Sudypoupo tou Lol g xdptag CPPE xou tov
dlouvdéceny tng. H xdpta yenowonotel 600 FPGAs. To uxpdtepo eivon Kintex-7
tne Xilinx xow ehéyyer Ty xdpta ypnowwonowdviag denagéc IPbus, I°C, UART,
Ethernet, DDR3 xa SPI.  To oclotrua dwfpdler oucintrpeg Vepuoxpaociog o
otéhvel Tic Tée otov uxpoereyxth (MMC) tne xdptac. O MMC emxowvmvel pe to
backplane tou uTCA ypnowonoldvtog to npwtéxorho IPMI xau xdver tnyv Sioyelpon
¢ mopeyduevng oyvoc. To ueyahltepo FPGA timou Virtex-7, nepiéyer diemapéc
DDR3, UART. Xpnowonowtvta 16 xavdio eloddwy, tayvtnrag 1.6 Gb/s ota onola
TopéyovTon dedouéva amd toug avtyveutéc RPC, xadog eniong xou 8 xavdhio e£6d0u
6mou yenotuonoteitar Aoy ypEovo TewTOXoMo emtxowvmviag Tayvtntag 10 Gb/s péow
Tou omolov cTéhvovTan Ta dedopéva oto chotnua OMTE.

12-Chanel Optical Rx

2-Chane| Optical Rx

Clodk
Distribution = 12-Chane| Optical Fx
| I 12-Chane| Optical Rx

12Chanel Opfical Tx

12Chanel Opfical Tx

diy 3 diy 3

alepall| aue|dyaed wo 1 DI

Ewova 11: Aoyixd didrypoauua xon Slacuvdécelg Tou LAxoL Tng xdptag CPPF.

To firmware mou avartOydnxe yio Ty xdptor CPPE Sopoppxdnxe oe 800 FPGA.
H Baow Aoy (infrastructure) evowpotddnxe oto FPGA kintex-7 xou 6ha 1o
unorowna 6o Virtex-7. Metall tov 600 avartdydnxe topdhhnio tewntdxorro 8 bit ye
10 onoio o IPbus anoxtd npéofacr ot tufuata tng Aoy tou Virtex-7. To FPGA
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Virtex-7 mepiéyet o T Aoywrg Yeoviouoo (TTC), TU LT Lop@oToinong,
avéxtnone xou anocotolfc dedouévwy (formatters xou datapath) étol dote 10 oo TNUA
vor ehéyyetan and to TCDS xou va otéhvel tor dedopéva and ta xovdha e€66ou 6To
ovotnuo OMTE. Téhog, oe aviideon ye ) xdpto TwinMux, n CPPF yenowonotet
T0 TR avdyveoong dedouévewy (readout) tne MP7, étot wote va otéhvel Bedopéva
oto cbotnua DAQ.

Avdantuln xdwa VHDL yia tnv xdpta AMCS502

H »dpta AMC502 mpoopilotay yio 800 yeroec. H mpdtn Htav 1 yeron e o
eQedEd cVoTNUA TNV TERITTWON Tou Xotd TNV avaBdiulon ot oalydprduol povieny
AmOTOYYAVOY VoL YENOWOTOLAo0LY Tor dedoUéva amtd Ttoug aviyveutéc RPC. Ye excivy
Vv nepintwon 1o olotnua oxavdahiopod PAttern Comparator Trigger (PACT),
TOU YENOLIOTOLYTAY TEWv TNV avaBdduion xou EBpLoxe TEOYLES WOVIWY YECK TGV
aviyveutov RPC, Yo nopéueve o Aettoupylo. Toéte 1 wdpta avtr Yo mpowdoloe ta
amoteréopato Tou PACT oo yewixd clotnua oxoavoohiogol twv woviey uGMT.
H Seltepn yerion e xdptag AMCS02, n omola xon tehixd vovetAinxe, Arav 7
avopetddoor dedouévwy oxavdahouol (technical bits) ané to cloTnua yevixol
oxavoaopol mev Ty avaBdduon GT oto avaBaduouévo cbotnua uGT. H xdpta
AMC502 avti yur pixpoekextr) mepiéyel tov enelepyootd iMX6 Quad CPU trg
Freescale Semiconductor Inc, o omolog umootneiCer Acttoupyxd clotruo Fedora
xaL yenowonoteltan oty dlayelplon TV XUXAWUATOY 1oYV0C TG XAPTAC XL OTOV
Tpoypauuotioud tou FPGA.

Ewoéva 12: H xdpta AMC502 ye tic 800 xdptec FMC.

‘Onwg gaivetan oty eodva 12, 1 xdpta AMC502 elvon timou pntewnc xdptog
(carrier) xau éyel 600 uToBOYEC Yl Vo Vuyateiée xdptec Tonou FPGA Mezzanine
Card (FMC). H 8e&id FMC nou oyedidotnxe and to vottovto tne Biévvne (Institute
of High Energy Physics, HEPHY) lowfdver deSouévo ypnotpomoldvtog napdAhnho
Tpwtoxohho Toyltntag 480 Mb/s.  Yta apiotepd gaiveton 1 xdeta F14 7n omola
oyeddotnxe and tnv etanpla Faster Technoogy xou otéhver dedopéva pe omtind
uéoa (SFPs) pe toydtnto 10 Gb/s.  To FPGA Kintex-7 tng xdptoc AMC502
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elvon BLpORETIXAC JEYLTEXTOVIXC amd auTAY TNg xdptag MP7 (Virtex-7). "Etot ta
T aTor Tou avamTOyInxay apyxd yiow Ty MP7 yeeidotnxay apxetéc tpomonoloeic
YL VO TPOGOEUOGTOUV OTNV VEX apylTextovxr. Ewdwdtepa 1 Aoyix mou ehéyyel
Toe NhexTpoVIXd oTouyelor tranceivers avtotactddnxe xou avamtOydnxe €& opyrnc.
Yy AMC502 npocopubéotnxoay ta tpAote Bacxic Aoyixic (infrastructure), to
T hoywrc yeoviopol (TTC), ta tufupota HOPPOTOMOTG, AVAXTNONG KoL UTOG TOAAS
dedopévwy (formatters xou datapath) xou 1o tuAue avdyvwong dedopévmy (readout).
Yy emoéva 13 gaiveton to mhaiolo tou cuvotuatog pGT xou 6e€id ot tpeig AMC502
TOL YenoloTotinxay o auTo.

Ewdéva 13: To mhaioo tou cuotfuatog micro Global Trigger, uGT.

Yy emoéva 14 nopouctdlovar ol nhexTteovixéc xdptec xou To mAaiolo oto CERN
omou avantOyUnxe Aoy yia to cuothAuate, BMTF, Twinmux, CPPF xaw AMC502.

™

Euwxéva 14: Tewpapatind nhextpovind mhaiolo. Amd aplotepd mpog To 0e€Ld TepIEyEL TIC
xdptec: Ao MPT7, ula AMC502, 500 MP7, pioe TwinMux, pla AMC13 xou pioc MCH,
uloe MP7 xar 600 CPPF.
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‘EAeyyog cwotng Asttouvpylog ahyoptdou
oxavoaiiouol poviewyv BMTF

Mo v aohdynon e owothc Aettovpylac tou BMTF  yenowwonouidnxoy
dedopéva amd medTUTo Tpocouoiwone Monte Carlo - Particle Gun. Eriong yu
Vv allohdynon yenoylomorfdnxay dedopéva and Tto melpopo CMS: oddniemdpdoeic
TEWTOVIWY UE TEOTOVIA Xl UAANAETUOPAOELS Popéwy LOVTWY ARG xaL YEYOVOTY
XOOUXAC oxTvOBoAaC. LTIC ETOUEVES TPy pdpous TopouctdleTon 1 a&lohGYNOT) TOU
BMTF.

"Eeyyog cwotrg Aertovpyiag tou BMTEF ye tnv yenon
oedopEvwY npocopoiwong Monte Carlo

To dedopéva g mpocopoiwong cuyxpoloewy Tewtoviwy Monte Carlo,
amoUnuedTIXaY o PVAUES Elcodou Tng xdpTtag MP7. O akydprdpog tng xdptog
Berxe T TEOYLES TV WoViky and TNV TANpogopla TNG EIGOBOU Ko TU ATOTEAECUATO
amo¥nuedTnXay oe uvhueg e€édou, am’ omou xou avoxthdnxayv. To arnoteAéouota
ouyxplinxay éva mpog éva ue To anotehéopota Tng avdivone offline ye aveldptnto
Aoyouxd mou yenowonotel Tov akyoderiuo tou BMTE. H obyxpion detyver tn owoty
1) Un €QopuoYY| Tou akyopriuou oo hardware.

P, validation -
- Histogram pT
E Entries 19733
i Mean -0.0004139
w10 RMS 0.02525
17
102

B TR T T I T T

4 08 06 04 02 0 02 04 06 08B 1
p,(MP7) - p (EMU)

p,(EMU)

Ewoéva 15: Xdyxpion tou pr tng xdetag MP7 w¢ mpog t0 pr ToU GUGTARNTOS
amouiunong.

To hoyiwouwd tng avdhuorng offline ovoudletan cOotnuo amoplunong (emulator)
BMTF o eapuoéler toug (Bloug ahyoprduoug pe autols mou vhorotel To hardware.
[t Tov €Aeyy 0 TOAAATAAGIOU TARUOUG TROGOUOLWUEVLY ULOVIRY OO TNV YWENTIXOTNTA
NG E0WTEPWAC UVAUNG TN xdpTac MPT7, yenowwonow|inxe hoylouxd mou avarntdydnxe
oe yhoooo mpoypopuuatiopol python.  To hoylouxd yenowomowel ¢ péoov
amo¥rixeuone apyelo XML (xml parsing). O IXUVOTIOUNTIXOS opLIUOC YEYOVOTWY UE
wovier (20.000 yeyovéta) Bondd otov eviomoud twy dlopoptv UETUE) Tou ahybpriuou
mou vloTotlelton oTNY (deTa xaL Tou ahyopriuou Tou LAoTolElToL 6TO AOYLOULXO
(oo TN amopiunoNg), GEa XAl GTOV EVIOTIOUS TWV GRUAUITLY.
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Phi angle validation

i Histogram phi
E Entries 19718
P e S R s Mean -0.001871
= RMS  0.04329
10°
L
102 E_
o e e o S T T TPl By itk g i iy
E, WI]

el
0.6 0.8 1
Phi(MP7) - Phi(EMU)

PRi(EMU}

ey

-0.8 -0.6 0.4 0.2 0 0.2 0.4

Ewova 16: XOyxpewon tou phi e xdetagc MPT7 w¢ mpog to phi tou cuothuatog
amouiunone.

Quality bits validation

- Histogram gual
= C Entries 19733
E 100 = ..|Mean -0.003153
E BRMS 0.03898
T B R . I
10° =
10 E m
E L1 [,ll {.11,,.1.,.1,..
8 -6 -4 2 0 2 4 & 8
Qual(MP7) - Qual(EMU)
Qual(EMU}

Ewéva 17: Xiyxpion tou quality tne xdetag MP7 we mpog to quality tou cucthuatog
ATOUIUNOTG.

Yt woToypdupoTta eV oynudtwy 15, 16 xow 17 moapovoidlovion oL
XOVOVIXOTIONUEVES  Olapopés Twv e€odwv amd v MPT tng eyxdpotag opuric
(pr), e eyxdpowg ywvioe xhong (phi) xodde xar tne moldTRTAC NG TEOYLAC
(quality bits) w¢ mpoc Tic avtiotoryec e€68ouc Tou ouo THoTog amoutunong. ‘Evag
uxeoe aprduog amd tor woviar otor 20.000 yeyovoTa divel mocoOTNTA dmEleng TWAC
oTo loToYEdUMaTo XaL YU autd Bev moapovoldleton o autd. O amelplonds autde
OQElAETOL OTOV UNOEVIOUO TOU TOQOVOUAOCTY| TNG TETAYUEVNS TWV LOTOYQUUUATLY
(pr/phi/qual (EMU)=0). Ta 8edopéva €10680u (Quotrés - uivnuatixée mopduetpol
oV woviey twv 20.000 yeyovétwy) mopdydnxay Ye AOYOMXO TROCOUOIWOoNS TwY
OAANAOETUORACEWY TPWTOVIKY - TpwToviny Tou CMS. To pévia Tou dnuloveyoLvTL
oto onueio cuyxpoloewy Talpvouy TS eyxdpotag opung amd 6 GeV €ng 1 TeV pe
Brna 0.5 GeV. Eta wotoypdupata o MP7 avtiotoryel otnv €€odo tne xdpTog xar to
EMU oty €€060 tou cucthuatog amouiunone tou akyoerduov. Metd tnv olbyxplon
¢ €600 ToU CLOTAUATOS amouiunong ue authAv g xdptag MP7, to mAiidog twv
YEYOVOTLV Ue dapopetineg TyéS ota 20.000 wovia Arav: 39 yio to pr, 68 yio To phi
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xan 196 yio o quality bits. To anotéheopo amodetnviel 6Tt 1 xdeTo xaL T0 60O TN
amouiunong Peloxovton oe xahy| cuugwvia xou doa 6TL 0 aAyopriuog Eyel evonuatmUel
owoTd oTIc xdptec Tou BMTE.

Evowudtworn tou BMTF ovto L1T - Eyxatdoctacn xou
evOuioeic (Commissioning)

To VG TN BMTF
eyxatactdinee oto CMS  xoatd
™ Olpxel  Tng  etholag  madorg
gpyootwy, otg opyéc tou  2016.
Evowpotowinxe  ©¢  tufua  Tou
avoBorduiouévou CUC THUTOS
oxavoohiouol LIT Tou mewpduotog
CMS, 1o omolo 1tnv meplodo
ot Peloxdtay o x0TdCTOON
EYXATAC TACTC O eLdutong
(commissioning). H eloodoc tou
BMTE rnpogpyeton amd 10 0UCTNUA
TwinMux pe to omolo cuvdéetar Ue
360 omtwég tvec.  ‘Omwg gabveto
oty ewodva 18, ypnowonoieito
méveh OBoolvdeone (patch panel),
otV eETEPXY] TAELPA TOU oOToloU
CULUVOEOVTAL Ol  OTTIXEC (VEC TWV
eo6dwyv  tou BMTE  xa oty
€0WTEPIXY) 0L €000l TOU GUC THUATOS
TwinMux.  Katd Ttov €keyyo ng
UETEOOONC TV  OEOOUEVGY  OTO
BMTEFE  mapouctdotnxoy  optopéva
TeoPAAUaTY, To omola aPopolCUY
onTxeg tveg xan cuoTAUATH minipods
YOUNAHC amOO00TG T orolo
VT TAUC TEO MLy To BMTF
AofBdver Bedouévar amd  OAOUS TOUG
OVLY VEUTES TV MOVIOY TNG XEVTEXNS Ewdva 18: Orntinée (edéeic v €1006dwv
mepoyfc Tou CMS.  Tnv meplodo Tou cucTtAuatogc BMTF
TpoeTowoctag  Oha ToL  CUOTAUATA
tou LIT ovofoduictnxay mapdhhnha. T v tedn| evowudtworn tou BMTF
EYWVOY XATHAANAES TPOTOTIOACELS GTNY AOYIXT) GUANOYTC DEBOUEVLV (DAQ) ahh& %o
otov dwdéoo ypdvo v enelepyooio (latency) uéyper v mapoywyh Tou ohuatog
oxavdaMopol Tov woviey. Ilew v avafdduon to BMTFE yeewalotav ypévo yia
enelepyaocio 0o Ue TO yEOVO 33 BLABOYIXOY AAANAETIBEACEWY TOVY TOXETOY TEOTOVIKV
(bunch crossings, BXs). Metd ané Bektiotonotfoeic tne Aoyixic, n onoio vhomotinxe
oe yAhooo npoypappatiopol VHDL, to latency peiddnxe oto 14 BXs.

Yy exoéva 19 napouctdlovton ot ouddeg and ogriveg aviyveutwyv DT xou RPC
mou eneepydlovton ot nhextpovixég xdptec Tou BMTFE. To clotnua anoteheiton amd
000 uéen, To xde Eva ex TV onolwy eCunneeTel 6 ognvoetdr| Turuata. To dve Tunua
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eCumneeTel o o@nvoeldY| TuuaTa 1 €wg 6 %o To %34T TPAO T GQNVOELDY| TUrdaTo 7
¢ 12. Kde xdpta MP7 tou BMTE [ploxet tpoyiéc evog ogpnvoeldols TUfUaTog.

Ewova 19: Ta dwdexa wedges aviyveutov mou e€unnpetel o BMTFE.

Yy exova 20 tapousctdletar o cbotnuo BMTE eyxateotnuévo. To ndve turua
Tou BMTF yenowonotei to méve mhaioto fTCA xou avtiotorya 1o xdtew e€unnpeteiton
omo To xdtw mhaloo TCA. Ko ta 800 tufjuoata yenotponotoly 6 eneéepyaotéc MP7,
1 xdpTta cuALOYTg o popporoinong Twv dedouévwy AMCIL3 xo 1 xdpta eAéyyou Tou
mhaciou MCH. Ytnv exdva 13 gaitvovton entfong xaw oL omtixég fveg mou cuvdEovTo
oTic xdptec MP7.

Ewéva 20: To cbotnua oxavdoaiiopol BMTE.
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"EAeyyoc Aertovpyiag Touv cuotriuatog BMTF yéow
AAANAETLOPACEWY TpwToviwy cto CMS

Meté and v evowudtworn tou BMTF cto yevixd chotnua oxavdahiopod L1T, ta
amoteréopatd Tou otéAvovton 6to GMT xon anodnxedovtar oe uviun tomou First—in
First—out (FiFo). O ypévoc amotfixevone eivor icoc ye to dpotoua tou ypdvou
mou ypedletan To undroino L1T va enelepyaotel 1o amoteréopata tou BMTE xou vo
nopdéet to ofjua Level-1 accept (L1A) ot tou ypdvou nou amanteiton vo @Tdoet To o
L1T ond to pGT niow oto BMTE pécw tou cUoTAUATOS YROVIGHO) TOU GUCTAUNTOS
oxavdahiopol (TCDS). Téte xou e¢’ doov éyel mpaypotonomdel oxavboiouoée L1A,
0 BMTF otéhvel ta dedopéva tou oto clotnua culhoyhc dedouévwy DAQ. Ta
OEBOUEVA AUTE YenodonotovvTa oTny avdiucT. To dedouéva tng eteddou Tou BMTFEF
YENOWOTOUVTOL Xal GTO GUOTNHA amoplunong, 1 €€0dog Tou omolou cuyxpivetal e
v €€odo tou BMTF.

pT
I
I

- CMS Internal

N

a0

=)
|

Run = 274094

B _ 10

Emulator
|

200(—

150—

100—

50 B
n 10

0 50 100 150 200 250
Data P,

Ewoéva 21:  Yuyxploeic petoald twv dedopévwyv pr €€édou tou BMTE pe ta
OmOTEAEGUATO TOU CUC THUATOS Omouiunong.
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Kotd v Aettoupyio (Run274094) tou CMS xortarypdipnxay dedouévor tng tlo6d0u
xou g €660 Tou BMTF anéd adliniemdpdoeic mpmtovieny. To dedouéva GuREy U oy
UE OXOTO TNV oUYXELON TV OEboUEVWY £€600u Tou UAxol BMTEF ue ta dedopéva
TOL TOEAYEL TO CLOTNUA amouiunoNe Twv ahyoplduwy yio To (Blor BEdOPEVAL ELGOBOU
UTO XaVOVIXEC oLVITiXES Acttoupyiog. XNy ewdva 21 gaivovTal To ATOTEAEGUOTA TRV
ouyxploewy tou peyédouc e eyxdpotac opuric (pr) touv ulixob BMTF pe autdv
TOU GUOTANNTOS AmoplUNoNg. TNy TeTunuévn Bploxeton o dEovag TV TV Py TOU
oUMEYOnxay and v xdeta (Data pr) xaw oty tetorypévn Beloxetar o dZovag tov
TWWOV pr OV Tapriyaye To oot aroulunong twv okyoplduwy (Emulator pr).

(o)}
o
|

CMS Internal

Run = 274094 -

(4]
o

Emulator ¢
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Ewoéva 22: Luyxploeic petall twyv dedouévny ¢ £66ou tou BMTEF ye o anoteréopota
TOU GUOTAUATOS ATOUiUNoNG.

H tpitn didotaon tne exdvoc 21, moapouotdleton Ue YeOUoTa TNS ToOAETog oo OEELAL.
To ypduo utodnAovel o TAdoc Twv PeTprioewy yio xdle pr bin. Xyeddv oha 1o
amoteAéopata Boloxovtar mévew oTny dlryvio amodetxviovTag 6Tt To clotnuo BMTE
xou To c0oTNUA amouiunone twv akyopltuny mapouctdlouy xaky cuuwVia uETOED
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TOUG Xalk dpat OTL TO UAXO Xou 1) EQapUOCHEVT hoyxT| oTo cuotnua BMTE Aeitoupyoiyv
LXAVOTLONTIXGL.
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Ewoéva 23: Luyxploeic petald 1wy dedouévny ¢ e£6dou Tou BMTE ue to anotedéopota
TOU CUOTHUATOG ATOUIUNOTNG.

Yuyxploeig Twv pueyednv ¢ xou n tou custidatoc BMTE ye to ohotnua amoulunong
TV olyoplluny, aviioTtolyee pe autéc Tou Yeyédouc NG Pr, TAUEOUCLALOVTOL OTIG
emoveg 22 xan 23. 'Onwg xou oty eoédva 21, otic 22 xan 23 napouctdletar 1 xahn
oudgpwvia Tou cucthyatog BMTE ye to olotnua aroptunong towv akyoplduwy xou dpa
0 alyobpriuog Tou egupudcTnXe oTig xdpteg MP7, vhomotfinxe cwoTd.

To mAfdog twv dlagopwy mou Beednxay and cuvohixd 9.177 wovia Beloxovto
exTOC NG Otaywviou Twv edvewy 21, 22 xou 23. ‘Onwe gaiveton otnv exodva 16, ot
TEPLOCOTEPES BLAUPORES P UETAEY TOU UAOTIOINUEVOU GUCTAATOS OTIC XdpTec MPT xou
070 oo TNUo anopiunong Tou Peédnxay dlapépouy xatd ulo Lovada, To onolo Yewpelto
ouEANTEX TOCOTNTAL OLOTL OEV EMNEEGCEL ToL UMOTEAEOUATO TWV ETOUEVWY Barduidnmy
oxavdaMopol. Ot TocoTNTES P, ¢ Xou 1) TaEOLGIALouV EAGYLOTES OLoPoRES, To TA YOG
Twv onolwv @atveton otov mivaxa 1. Ot Blapopéc auTég ogelhovton o€ Uxed oQAAUAT
ToL SMULOUEY UMM XaTd TNV avdnTuET Tou XMoo VHDL.
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’ \ ITAdoc Sapopyv \ [Tocootd cuupnviog ‘

pr | 19 99.79%
o | 232 97.47%
n | 14 99.85%

ivocag 1: Atapopég Twv Quotxmy eyedoy PeTah ToU UAOTIONUEVOU CUOTAUNTOS GE
xdptec MPT xou Tou cucthpaTtog anopiunong.

YOotnua eAeéyyouv tou BMTF and to x€vteo
YeEVIXOU EAEYYOUL

To cOotnuo BMTF 6nwe xan 6ha o cuothiota L1T
98 Commands - tou CMS eléyyovian ombd hoylopxd Tou yenoiwlomolel uio

TAATQOQUA EAEYYOU Yl xdUe GOOTNUA OXAVOUAIGUOU TOU
ovoudletow SWATCH (SoftWare for Automating conTrol
Common Hardware) [6]. To SWATCH vy tVv emxowvovia

»  Default
IS i
Fies Operations

Run Control

gy commiparen TOU WE TIC NAEXTEOVIXEC WOVADEC Yenowomolel Ty OlEmopt
Aot IPbus [7]. Ytnv ewévo 24 gaiveton 1 Sienagr ypHone tou
ST G Seances SWATCH touv BMTF, pe ta nédvek eréyyou (Control Panels).
SWATCH Log Inspector Méow tng emhoyric Commands o ypAotng unopel va dwoet
e | Baowéc evtorée (halt, configure, start), eve ané 1o SWATCH
SWATCH Metrics 1 { Z A
A setup wco?st Vo oAAGEEL n/g napocpsrpo}ug Tou oucmparo§
SWATCH Setup OTWE oLYVOTNTAL BEVYUATOANPLAC TNG CLUYVOTNTOC OXAVOUALOUOU
S XU omEVEpYOToinon TUNUATmY Tou oAyoplduou. Méow Ttwv
SWATCH Sysem stse emhoywv tou SWATCH masked and Disabled ymopolv va

Fixbvo, 24: anevspyon/omﬂouv ormxsg/ capto,msg ELO?BOL (optma/l links)

Ké\ugoc BMTE TOU CUCTAUATOC TOU TUYOV Tapdyouy VYopufo xou Uéow TNng

SWATCH State machines yropoOv va tponomoimndoly Poacixéc
Aertovpyiec o xdie nhextpovixt| xdota. Emmiéov péow tou SWATCH Monitoring xou
Tou SWATCH Metrics o yefiotng pmopel va eréyel v anédoon tou BMTE. Xtny
ewova 24 TopouctdleTon TO aVTIGTOLYO YRAPTU UE TIC CLUYVOTNTEC OXAVOUAIGUOU TNC
e€6oou yio xdde pla and tic 12 xdptec tou BMTEF.

= BMTF SWATCH Cell ) Control Panels ) SWATCH Metrics

38 commards
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Ewxéva 25: Awdypoppa yetoforfc tng ouyvotntag oxavouhiopol tou BMTE we mpog
Tov ypeovo and to SWATCH.
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Hapatneeiton otL oL 12 enelepyaotéc tou cuothuatoc BMTF noapouctdlouy oyedov
oToept| HElwOT) GUYVOTNTAG OXAVOUALGUOU (oxohouvd@vtag TV uelowon tng otyuodag
POTEVOTNTAS OTO elpopa) pe eColpeoT) OPLOPEVES TTMOELS, TTOU BNUIOUEYOUVTOL AGYW
NG OUVTOUNG ATWAELNS TNG PWTEVOTNTAC TN déoung, 1 ontola cupPaiver oto CMS dtary
yiveto odpwon tng déoung mpwtoviwy (beam scanning) yio Adyoug evduypduuions tTne
oéounc. Anhadt, golveton OTL BEV UTHEYOUV BLOXUUAVOELC OL OTIOlEC VoL TUPATEUTOLY
oe Yopufo oTnV elcodo TOU CLUCTAUNTOS 1| OE XdTOLL BLATUEAY T} TOL.

YVoTnua EAEYYOL TOLOTNTAC TwY 0edopévwy Data
Quality Monitoring (online DQM)

Kotd tnv Aertoupyio tou cucthuatoc BMTE arocté ovto u€cw Tou cusTAUATOS
DAQ mpog 10 Aoytouxé ehéyyou (online DAQ) ot eicodot xat ot avtiotoryeg éZodot
Tou ouothuatoc. Ta Bedouéva mapouctdloviol oe Lo TOYREAUUITO OTd TO AOYLOULXO
eAéyyou. Mty exoéva 25 topouctdlovton LoToYRdUUATA TwY Pr, ¢ xou 77 Tou BMTE.
To loTOYEUUUOTO AUTE OVAVEDVOVTAL OTAY TO GUCTNUO oxavOaAlouol PBoloxeton ot
Aertovpyia. ‘Etol o ypriotng ehéyyel av to chotnua moapouotdlel opahn Asttoupyio oe
CLVEETNON UE TO YPOVO.
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Ewxéva 26: Online DQM: pr (optotepd), ¢ (uéon) xow n (5eid).

Avaxegalaiworn — Zyoia

H avdmtuén tou cuotiuatoc BMTE, nou meprypdpetar otny napolco diduxtopuxt)
oltel3r), yenowlomotfinxe oto TEKOTO EMNEdO OxAVBUAIOUOU Tou Telpduatog CMS.
To nhextpovixd oyédio tou cuothuatog oc VHDL goptdvetan otic niextpovixég
ndptec MP7 ye Tic xatdhiniec mopopétpous. To clotnua BMTE av Beel tpoyiég
uoviov otélvel ta anoteléoyata oto olotnua Data Acquisition (DAQ) onéd 6mou
Tehxd mopouctdloviar oto ofue eréyyou SWATCH. To Aoyouxd emtnpel to
OUC TN YO TIOPEYEL GTOV YENOTT EQYAUAELN YIal VO EXTIUACEL AV TO GUC TN AELTOURYEL
LXAVOTLONTIXGL.

H ovaBdiuion tou cuotripoatog edpeonc Wwovioy tne xevipic nepoyhc (BMTF)
EYEL OC ATOTEAEOUA TNV UElWST TOU PLIUOY GXAVOUAIGUOY TOU VEOU GUGTAUNTOS OF
oyéon Ue to moAd xatd mepimou 40% xou Ty oyeddv Bl amodoTxdTNTO TOL OTNY
e0peo Woviwy.

H avaBdiduion autr eworyoye po povtépva teyvoroyio 6To 6OoTNUN OXAVOUAIGUOD
Tou CMS, 1 onola cuufBdhher oty oTadepdTNTA TOU CUOTANATOS Xt EEUCPIALEL TNV
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OLUTHENON TOU UALXOU YLl T EMOUEVA YPOVIA, ETOL OOTE EWC TNV ENOUEVY QAOT NG
avaP3diuone CMS upgrade phase II mou Yo yiver v mepiodo 2023-2025 vor aAAGCe
LOVO 1) Aoyixn, ONAUDY| TO QORTWUEVO NAEXTEOVIXO GYEDIO TOU GUOTAUNTOS YORUUUEVO
oc VHDL (firmware), xot 6yt 10 ukixé.
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Chapter 1

Introduction

The idea that matter consists of smaller particles and that there exists a limited
number of primary, elementary particles in nature has existed in natural philosophy
at least since the 5th century BC. In ancient Greece, Democritus and his mentor
Leucippus introduced the theory of Atomism. The atomists theorized that nature
consists of two fundamental quantities: atom and void. According to this philosophy
the atoms are physically, but not geometrically, indivisible, have always been and
always will be in motion and between them lies empty space.

According to the current understanding, nature is made of particles which are
also indivisible. The branch of physics which studies elementary particles and their
properties is called particle physics. There are three categories of elementary particles
which are the fundamental constituents of all objects in Universe. Quarks, leptons
and bosons. They use four fundamental forces to interact with each other: the
electromagnetic, the strong and weak nuclear interactions and gravity. The strong
interaction is responsible for holding quarks together to form hadrons and also holding
neutrons and protons together to form atomic nuclei. In the strong interaction, the
exchange of gluon particles mediate the force. The electromagnetic interaction acts on
electrically charged particles through the exchange of photons. The weak interaction
is a short-range interaction responsible for some forms of radioactivity, and acts
on leptons and quarks. The mediators of the week interactions are the W and Z
bosons. Finally, the gravitational interaction is a long-range attractive one that acts
on all massive particles, probably through the exchange of a graviton. The modern
unified field theory attempts to bring these four interactions together into a single
framework.

1.1 The Standard Model

The Standard Model (SM) is one of the great triumphs of modern day physics,
successfully explaining many aspects of ElectroWeak (EW) and strong interactions,
confirmed through decades of precise experimental data. After the announcement in
July 2012 of the discovery of a particle whose properties are consistent with those
of a Higgs boson [8, 9], the long-awaited missing link of the SM, one could suggest
that the SM picture is complete. However, despite the incredible achievements of
the theory, there are several observed phenomena that cannot be explained by the
SM. In fact, the SM is expected to be an effective theory, valid up to some cutoff
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scale A. The Large Hadron Collider (LHC) was built in order to probe the validity
of the SM and look for solutions to some of the unknown issues in particle physics
that may involve physics beyond the SM.

The Standard Model is a formulation in terms of gauge theories of three of
the four fundamental forces of nature — the strong, weak and electromagnetic
interactions. The strong interaction, or strong nuclear force, is the most complicated
interaction, mainly because of the way it varies with distance. Moreover, it holds
inside hadrons and also during the showering and fragmentation of jets and as a
result is responsible for the majority of hadrons properties. It strong interaction is
described by Quantum Chromodynamics (QCD). QCD is a theory of fractionally
charged fermions (quarks) interacting by means of eight photon-like particles called
gluons. On the other hand, the weak force is responsible for some nuclear phenomena
such as beta decay. Electromagnetism and the weak force are now understood to be
two aspects of a unified ElectroWeak interaction (EW) — this discovery was the first
step toward a unified Standard Model. In the theory of the electroweak interaction,
the carriers of the weak force are the massive gauge bosons called the W and Z
bosons. Finally, electromagnetism is the force that acts between electrically charged
particles. This infinite-ranged interaction is described precisely by the theory of
Quantum Electrodynamics (QED). Some details of the fundamental interactions of
nature are collected in Table 1.1. The interaction of Gravity is by far the weakest

of the four interactions and it is not described on the framework of the Standard
Model.

Interaction Theory Mediator Relative Strength
Strong QCD gluons (g) 10%
Electromagnetic QED photon (7) 10%
Weak Electroweak Theory ~ W= and Z° 10%
Gravitation General graviton 1
Relativity (hypothetical)

Table 1.1: The four fundamental interactions of nature with the corresponding
mediators, the current theoretical model of description and the relevant strength.
Graviton is an hypothetical spin-2 particle.

The formalism of the SM is based on the non-Abelian gauge group

SU(3). x SU(2)r, x U(1)y,

where SU (3), is the gauge group of Quantum Chromodynamics (QCD) and SU(2), X
U(1)y is the gauge group of the Electroweak theory. Particles are classified according
to their transformations under these symmetry groups, as well as being grouped
into two categories based on their spin fermions possessing half-odd-integer spins,
and bosons possessing integer spins. The fermions of the SM transform in a spin %
representation of the Lorentz group and interact with each other by exchanging spin
1 vector bosons, while the only Lorentz scalar of the SM is the Higgs boson which is
responsible for generating mass for the other particles.

The SM is a chiral theory with left-handed fermions transforming as doublets of
SU(2)r, and right-handed fermions transforming as singlets of this group. Associated
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with SU(2); are three gauge bosons, WT, W~ and Z° which mediate weak
interactions and whose mass is responsible for the short range of the weak force.
The electroweak group is broken at low energies to U(1) gy, called gauge group of
electromagnetism. This force is mediated by the massless photon (7). Applying the
principles of gauge theory to QCD leads to the notion of colour, where quarks can
be “blue”, “green” or “red” and gauge transformations are local transformations
between quarks of different colours. The gauge bosons of QCD which mediate the
strong interactions are called gluons (g), and together with the gauge bosons of the
electroweak theory complete the “force carriers” of the SM. The Table 1.2 below
presents the particle content of the SM with details about the spin and the electric
charge of each field.

Type Particles Spin Charge
Ve Vy v, 1/2 0
(), Gr), (), G4
Leptons
€r s TR 1/2 -1
u c t 1/2 +2/3
(o), (2), (), GE)] 53
Quarks
UR CRrR tR 1/2 +2/3
dR SR bR 1/2 —1/3
~y 1 0
Vector Bosons W= and Z 1 +1 and 0
g 1 0
Scalar Bosons H 0 0

Table 1.2: The particle content of the Standard Model with the corresponding spin
and charges.

As we can see from the Table, the fermionic matter content of the SM can be
divided into three generations, with each member of a generation having greater
mass than those of lower generations. Each generation is comprised of 1 left-handed
lepton doublet (v.,e )z, 1-right handed lepton eg, 3 left-handed quark doublets
(u,d)r, 3 right-handed up type quarks ugr and 3 right-handed down type quarks dg
(the factors of 3 for quarks coming from the existence of 3 colours).

1.2 The Large Hadronic Collider at CERN

The European Organization for Nuclear Research or as it is widely know, CERN
(Conseil Européen pour la Recherche Nucléaire) is based near Geneva and extends
in both France and Switzerland. It was founded in 1954 just after the end of world
war II, in order to rekindle European science, foster collaboration between European
nations, and study the properties of subatomic particles and the fundamental forces
that they obey.

At the Large Hadron Collider (Figure 1.1) large-scale detectors are used for the
research of the fundamental aspects of matter at the sub-nuclei level. The accelerated
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particles collide in the center of the detectors and the produced particles are detected
and analyzed. Electronics digitize the information and generate primitive data. After
the processing of the raw data the information is stored and used in the offline
analysis. Many physicists, engineers and highly-qualified technicians collaborate in
order to develop, upgrade and maintain the experiments.

Figure 1.1: LHC tunnel

ATLAS (A Toroidal LHC ApparatuS) and CMS (Compact Muon Solenoid)
are general-purpose experiments at LHC searching for same phenomena in order
to cross-confirm any new discoveries. ALICE (A Large Ion Collider Experiment)
and LHCb (Large Hadron Collider beauty) have detectors specialized on specific
phenomena (b-physics, heavy-ion studies). These four detectors are located 100
meters underground in huge caverns in the LHC ring. The smallest experiments on
the LHC are TOTEM and LHCf, which focus on particles captured in the forward
area of the experiments. MoEDAL uses detectors deployed near LHCb to search for
a hypothetical particle called the magnetic monopole.

CERN's Accelerator Complex

B ion P neution P E lantiproton) B eection - Santipretan conversion

Figure 1.2: Accelerating beam step by step
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The first step before the accelerating procedure starts, is to create proton bunches.
There come from a simple bottle of hydrogen gas from which an electric field is used
to separate hydrogen molecules (Hs) of their electrons to yield protons. As shown
in Figure 1.2, the low-energy proton beam is accelerated in the LINear ACcelerator
(LINAC2) up to 50 MeV. After that the protons are injected from LINAC2 into
a circular accelerator, 157 meters long, called Proton Synchrotron Booster (PSB)
which accelerates the proton up to 1.4 GeV. The beam is then delivered to the 628
meter long Proton Synchrotron (PS), where it is accelerated up to 25 GeV. Protons
are then sent to the Super Proton Synchrotron (SPS), an underground 6.9-km-long
accelerator, where they are accelerated to 450 GeV. They are finally transferred to the
LHC in both clockwise and anticlockwise directions, where protons are accelerated
to 7 TeV. The LHC is also used to accelerate heavy ions (Pb) at a center of mass
energy of 2.76 TeV per ion. Inside the LHC, protons are formed into bunches of
1.15x10" protons. The bunch radius at interaction point is 16.7 ym, and its length
is 7.55 cm. The distance between two consecutive bunches is 7.48 m, thus in the
26.659 km orbit there is a space for the 3,564 bunches. The Figure 1.3 shows the
LHC proton bunches which are grouped in 39 trains, 72 bunches each. The orbit
contains only 2,808 bunches of the protons, grouped in trains because the beam
structure is determined by the injection scheme and properties of the dump system.
The beam orbit in the LHC has missing bunches which are called gaps. In the end
of the orbit there is the largest part with proton gaps. This period is called orbit
gap and is used by the subsystems to send their status, and reinitiate the optical
connections by receiving commas and run Cyclic Redundancy Checks (CRCs).

38 MISSING BUNCHES
72 BUNCHES

25 ns DISTANT
8 MISSING BUNCHES 39 MISSING BUNCHES 119 MISSING BUNCHES

1 \i

I il |

1 2 3 4

88.924 s

'
N 3564={[(72b+8e)x3 + 30e]x 2 + [(72b + 8e) x 4 + 31e]} x 3 + {[(72b + Be) x 3 + 30e] x 3 + Ble}

Bunch 0 Bunch 3563

Figure 1.3: The orbit period with the 3,564 bunches in LHC. b and e indicate filled
and empty bunches respectively.

The distance between the bunches (7.48 m) divided by the bunch velocity with g
= 0.999999991 (relatively velocity of the speed of light), defines the time between the
collisions, which is 24.95 ns, which corresponds to the rate of bunch crossing of 40.08
MHz. In every bunch crossing about 20 inelastic proton-proton interactions occur, in
most of which unstable particles are produced, which then decay to stable or relatively
long-lived objects like electrons, photons, hadron jets, muons and neutrinos. With
the exception of neutrinos, these objects are detectable: when they pass the detectors
surrounding the interaction point, their properties (direction, energy/momentum,
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charge, type) are measured. The complex analysis of the recorded data allows for
the reconstruction of the events and, using advanced statistical methods, for the
extraction of signals of known or novel physical processes. The high rate of the
interactions, as well as the high number and high energy of the produced particles
are the major challenges that the LHC detectors have to face [10].

Figure 1.4: CERN Control Center (CCC)

To deliver a good quality of colliding proton bunches, to the LHC experiments, a
large and complex control of all accelerators before the LHC is needed. The LHC as
well as LINAC2, PSB, PS and SPS are controlled from the CERN Conrtol Center
(CCC). The CCC (shown in Figure 1.4) is located in Prevessin side of CERN and has
the main control of all experiments. In order to make schedule and deliver the proton
bunches with accurate timing and agreed luminosity in LHC, CCC is collaborating
with ATLAS, CMS, ALICE and LHCb control rooms. The CMS control room is
showing in Figure 1.5.

Figure 1.5: The CMS control room
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Chapter 2

The CMS Detector

The detector of the CMS experiment follows a cylindrical geometry and contains
several layers of diferent type subdetectors surrounding the interaction point. As
shown in Figure 2.1 the inner silicon trackers (TK), the electromagnetic and hadron
calorimeters (ECAL and HCAL) and the muon system are the main layers of the CMS
detector. One of the most important elements of the detector is the superconducting
solenoid, which is the source of the inner uniform magnetic field which provides the
measurement of the charged particles through the bending of their trajectories due
to the Loentz force. Both ECAL and HCAL as well as TK are inside of the solenoid
[11].

CMS DETECTOR STEEL RETURN YORKE

Total weight + 14,000 tonnes 12,5000 tonmes SLLICON THACKERS

Orwerall diameter : 15.0m Fivil (10001300 rn ) - 16m7 -68M chanmels
Overall length 287 m Micrsbrips {BUx LA0 prn) 200" 260 eliamels
Magnetic feld 38T

SUPERCONDULCTING SOLENGID
Nivbuuea Litaniuw coil caeeybug ~L8,000A

MLION CHAMBERS
DBacrel: 250 il Tube, 480 Resiative Mlabe Chambens
Lindcaps: 458 Cathode Steip, 432 Resistive 'ate Chambecs

PRESHOWER
Silicon strips ~-Lem® 137,000 chanoels

FORWARD CALORTMETER
Steel + Cuartx libres 2,000 Charnel %

CRYSTAT
BLECTROMAGNETIC
CALORIMETER (ECAL)
=T seirillaling PEW O, crystals

/

IIADRON CALORIMETER (IICAT)
Brass | Plastic scintillatoe 7,000 chaanels

Figure 2.1: The CMS detector

Figure 2.2 shows the two CMS caverns, the CMS detector UXC55 cavern and
the data-processing USC5H5 cavern. The caverns are placed 100 meters underground.
One of the LHC interaction points is located in the center of cavern UXC5H5. Due to
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radiation caused by particle passes and beam losses, the detectors and electronics
located in UXC55 should be radiation hard. However, it would be difficult and
expensive to build the entire experiment electronics according to the radiation hard
or tolerant specifications. Therefore, the electronics in UXC5H5 are limited and their
outputs are transmitted and processed in the second cavern, called counting room
(USC55). Between the two caverns there is a 7.3-meter-thick concrete wall protecting
the counting room from radiation. The USC55 hosts the CMS electronics for trigger
and data acquisition. In addition, it hosts the slow-control electronics and CPU.
Signal cable, mostly optical fibers of maximum length of 120 m, used for electronic
communication between the two caverns.
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Figure 2.2: CMS caverns. USC)H5 on the left and UXC5H5 on the right
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The secondary stable or long-leaved particles from the p-p interactions travel
though the detector and their passage produce electrical signals. Photons go strait
in the ECAL and there leave all their energy. Electrons bend and leave traces while
passing through the tracker and then they mostly stop in the ECAL. Charged
hadrons (e.g. pions) leave traces in the tracker, pass by ECAL and mostly stop
in the HCAL. Neutral hadrons (e.g. neutrons) follow a strait trajectory, they do
not interact until they find HCAL where they mostly leave all their energy. Finally,
muons bend by the magnetic field and pass through all the layers while they leave
traces in the TK and the outer part of the detector where the muon chambers are.
The mentioned particles leave critical information at the detectors which is used
later by the trigger and offline systems to reconstruct trajectories and calculate the
physical parameters of the particles.

The CMS coordinate system has the its origin at the collision point in the center
of the detector. In the Cartesian axis system, y-axis is pointing vertically upward
toward the surface and the x-axis is pointing radially inward toward the center of
LHC. The third dimension , z-axis points along the beam direction toward the Jura
mountains from Point 5. The azimuthal angle ¢ is measured from the x-axis in the
(x, y) plane while the polar angle # is measured from the z-axis. Pseudorapidity
is defined as n = —In[tan ¢]. The transverse momentum to the beam direction is

denoted by pr=,/p2 + p2 and the transverse energy is denoted by Ep=+/p7 + m?.
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Figure 2.3: Location of CERN, accelerators and experiments.

2.1 Superconducting solenoid

The CMS detector, as its name suggests, is a compact “onion like” structure
of subdetectors including a magnetic solenoid. In order to precisely measure the
momentum of the high-energy particles, high-magnetic field is needed. CMS detector
includes one large, superconducting solenoid capable of producing a magnetic fuild
of 4 Tesla. It is the world’s largest in size and field, superconducting solenoid magnet
ever built. The solenoid diameter is large enough for the tracker and the calorimeters
to be placed inside it. The iron yoke is outside of the solenoid, thus the magnetic
field is almost completely closed. The CMS solenoid can be grouped into three main
headings [12]:

o The yoke, consisting of the barrel, the vacuum tank and the two endcaps. The
barrel yoke is splited into five barrel rings, having each a mass of 1,200 tonnes,
that can move in the axial direction on heavy duty air-pads to give access to the
barrel muon stations. Each endcap yoke, is built from three independent disks
that can be moved on carts, supported by heavy-duty air pads, and separated
to provide access to the forward muon stations and inner sub-detectors.

e The superconducting coil, is producing 4T magnetic field. The coil is 12.5
meters long and has an inner diameter 5.9 meters. To produce the 4T magnetic
field, the 20.000 Ampere current flows through the coil.

e The ancillaries, consisting of the external cryogenics, the power converter and
circuit, and the control system. The coil is cooled by helium circulating at
temperature 4.4° K in the thermosiphon mode.
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2.2 Silicon tracker

The inner tracking system of CMS is designed to provide a precise and efficient
measurement of the trajectories of charged particles emerging from the LHC collisions.
Charged particles flying through the tracker experience the Lorentz force by the
magnetic field and they follow a spiral trajectory. The Tracker determines the
charged particle track close to the interaction point, that is crucial for accurate track
reconstruction, momentum measurement and particle type identification.
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Figure 2.4: The CMS tracker

The charged particles passing through silicon generate the electric signals, which
are then amplified, readout and analysed by dedicated electronics. The silicon
tracking system is composed of two parts. The pixel detector is placed in the
innermost region and the silicon microstrip detector in the outer region [13|. The
pixel detector consists of three layers and its longitudinal cross-section is showed in
Figure 2.4 with purple color. The silicon microstrip sensors consist of ten layers in
the barrel, and twelve layers in either endcap region and appears in the same Figure
with pink color.

2.2.1 Pixel detector

The pixel detector has been designed to provide high granularity and radiation
hardness, and it is composed of 1,440 silicon pixel sensors, in total 66 million pixels,
covering an area of 1000 mm by 380 mm (z, r). The CMS pixel detector can be
divided into a Barrel region (BPIX) and a Forward region (FPIX). Those two regions
of the detector are mechanically and electrically separated. The BPIX is composed
of three identical cylindrical layers placed around the beam pipe. The FPIX is made
up of two endcap disks, placed at both side of the BPIX transversally to the beam
axis at +£34.5 and 4+46.5 cm from the nominal interaction point. The placement of
the two regions provides a three-hit coverage for all tracks in a pseudorapidity range
up to |n| = 2.5. The three hits allow a good estimation of the track parameters, thus
the information from the pixel detector is used in the on-line event selection.

The pixel detector is going to be upgraded during the long shutdown 2. The
upgraded detector will contain four layers in the barrel and three disks in the endcap
region instead of three and two respectively [14, 15].
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2.2.2 Strip detector

The Silicon Strip Tracker covers an area of 206 m?. The sensors are arranged in
a total number of about 15,000 modules, which consist of one or two strip sensors
together with the associated readout electronics.

Figure 2.5: The inner endcap (TID) of the strip detector

There are several kind of strip sensors depending on the position within CMS.
They are grouped in two geometrical categories, the barrel and the endcap. The
silicon strip detector (tracker) consists of four inner barrel (TIB) layers assembled in
shells with two inner endcaps (TID), each composed of three small discs. The outer
barrel (TOB) consists of six concentric layers. Finally, two endcaps (TEC) close off
the tracker [16].

2.3 Electromagnetic Calorimeter

The CMS Electromagnetic Calorimeter (ECAL) surrounds externally the tracker
and is designed to measure the energy of electrons, positrons and photons. ECAL
covers a pseudorapidity up to || < 2.5 and is composed of 75,848 lead-tungsten
(PbWOy) crystals [17].

The lead-tungstate crystals have a very good stopping power because of the high
density (8.28 g/cm?), their small Moliere radius (2.19 cm) and the low radiation
length Xy = 0.89 cm. It is worth mentioning that the crystals are transparent
despite the fact that they consist 98% of lead. Those characteristics make the ECAL
a small and dense detector suitable to absorb the energy of electrons and photons
while passing through it. Their electromagnetic showers result in cascades giving
rise to scintillations in the crystals. The signals are collected by two different types
of photodetectors. The crystals in the Barrel area (ECAL Barrel, EB) are read with
the help of Avalanche Photo Diodes (APD) while Vacuum Photo Triodes (VPT)
are used in the Endcap area (ECAL Endcap, EE) as they are more radiation resistant.

The ECAL shown in the Figure 2.6 is divided in three main parts:
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e The EB consists of 36 supermodules while each supermodule has 68 trigger
towers and each trigger tower has bxh array of lead-tungstate crystals. The EB
is capable to measure energy at a pseudorapidity of |n| <1.48. The crystals
have a front face area of 2.2 cm by 2.2 cm, a length of 23 cm.

e The EE consists of 4 Divided half EE (DEE) and each DEE consists of 3,662
tapered crystals with a frontal area of 2.68 x 2.68 cm? and a length of 22 cm.
The crystals in each DEE are organized into 138 standard 5 x 5 supercrystal
units, and 18 special shaped supercrystals that are located at the inner and
outer radius. The EE covers a pseudorapidity of 1.48< |n| <3.

e The preshower detector consists of two lead/silicon detector layers and is placed
in front of the EE (1.653< |n| <2.6). Its primary function is to detect photons
with good spatial resolution in order to perform 7° rejection. It is made of two
disks of lead absorber, and of two planes of silicon strip detectors.

Crystals in a Preshower
supermodule

Supercrystals

Dee

End-cap crystals

Figure 2.6: The layout of ECAL

2.4 Hadron Calorimeter

The Hadron Calorimeter (HCAL) measures the energy of hadrons and hadronic
jets. To measure the energy of hadrons, the HCAL detectors cover the large |n| <5
region. To achieve that HCAL is divided to three different detectors, shown with
blue color in Figure 2.7: the Barrel HCAL (HB), covers a pseudorapidity region
In| <1.3, the Endcap HCAL (HE), adsorbing hadrons in reagion 1.3< |n| <3 and the
Forward calorimeter (HF), which is the farthest detector from the interaction point
and covers the region, 3< |n| <5 [18]. There is one additional hadronic calorimeter
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detector called Outer Barrel Calorimeter (HO), which is situated outside the coil, in
order to ensure that there are no energy leaks.
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Figure 2.7: One quarter of CMS and the three HCAL detectors

There are 36 HB “wedges” divided to 2 half barrels, each weighing 26 tonnes.
Similarly, 36 HE “wedges” divided to 2 half endcaps measure particle energies as
they emerge through the ends of the solenoid magnet.

High-energy hadrons (protons, neutrons, pions, kaons) interact with the
high-density material of the HCAL and initiate the showers of secondary particles.
For the HB and HE, a sampling calorimeter composed of non-magnetic brass
absorber with short interaction length and plastic fluorescent scintillator tiles
was chosen. In the HF region, steel absorbers and quartz fibre scintillators are
used because of their increased radiation tolerance. The scintillator tiles emit
blue-violet light when a charged particle passes through them. The light is read out
by the embedded wavelength-shifting (WLS) fibres. The WLS shift the primary
blue-violet light into the green region of the spectrum. The WLS fibres are spliced
to high-attenuation length. After that optic cables carry the green light away to the
readout system located at strategic locations within the HCAL detectors. Then the
optical signal is converted into fast electronic signals by photosensors called Hybrid
Photodiodes (HPDs). Finally the electrical signal is sent to the data acquisition
system for event triggering and event reconstruction [19].
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2.5 Muon System

As the name of the experiment indicates (Compact Muon Solenoid), the muon
system plays a critical role in Higgs, SUSY and others studies. The muon system finds
the best four muons particles and records their physical parameters. For example
one important Higgs channel is consistent with two Z particles, each of them decays
into two muons (Figure 2.8).

b 2
u’ ./z

Figure 2.8: Higgs boson decay in the muon system of CMS

Muons in CMS are the only detectable particles that escape the inner detector
layers (tracer, HCAL, ECAL) and weakly interact with matter. Being charged
particles, muons bend from the magnetic field according to their velocity following a
spiral trajectory. Also, muons passing through chamber detectors leave their stabs
by ionizing the chamber gas. Those principles have been used to design CMS muon
detectors. The muon system is divided to three types: The Drift Tubes (DTs), which
exist in the muon barrel of CMS, the Cathode Strip Chambers (CSC) located in the
endcaps and the Resistive Plate Chambers (RPC) spread out in both barrel and
endcaps [20].

2.5.1 Drift Tubes

The DT detectors cover the barrel area of CMS with peudorapidity |n| <1.2.
DT chambers are based on 172,200 DT cells (Figure 2.9a) filled with a gas mixture
of 85% Ar and 15% CO,. In each cell there is an anode wire with high voltage.
When a muon passes through the cell it ionises the gas and creates an electric charge
avalanche which is collected by the wire. The maximum drift time is 380 ns and the
drift velocity is about 55 mm/ns. Knowing the drift velocity and measuring the drift
time, the exact position of the muon is calculated.

The cells are grouped in such a way that every time a muon passes, it ionises
up to four of them (Figure 2.9b). From the drift times, the front-end electronics
calculate the four positions and extract the angle a [21].

The drift tube detector is a “sandwich” of DT cells grouped in superlayers. As
shown in Figure 2.10, the drift tube cells are organized in layers of ¢ and n chambers.
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Figure 2.9: Drift Tubes cell ionised by a muon

The ¢ layers (colored with blue) curries ¢ information and the 7 layers (colored
with yellow) 1 information. Four layers of DT chambers make a superlayer. The DT
has two ¢ superlayers and one 7 superlayer. As shown in the Figure 2.10 when a
muon passes through the detector it ionizes the corresponding cells. Those ionized
“stabs” are used from the front-end electronics to extract the ¢ and 7 positions and
the quality (@) of the measurement (which indicates the number of the cells ionized
by the muon canditate).
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Figure 2.10: DT layers and superlayers in a DT detector
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2.5.1.1 Drift Tube Minicrates

The Drift Tube MiniCrates (MCs) are attached to the DT detectors and hosts
the readout and the local trigger electronics of the DTs. As shown in Figure 2.11,
the MCs consist of a layer of trigger boards (TRB) and a server board (SB). The
TRBs are mounted on top of the Readout boards ROBs to share chamber signals for
selecting best muon candidates. Also the SB collects data from all the TRBs in a
chamber and performs further track selection according to its track’s quality [22].
Quality track is a rank of correlated or uncorrelated tracks between inner and outer
superlayer and quality triggers (Table 2.1).

Description Symbol | Code
HTRG on inner and outer superlayer HH 6
HTRG on inner or outer superlayer and HL 5

LTRG on inner or outer superlayer

LTRG on inner and outer superlayer LL 4
HTRG on outer superlayer H, 3
HTRG on inner superlayer H;, 2
LTRG on outer superlayer L, 1
LTRG on inner superlayer L; 0
Null track 7

Table 2.1: Codes for track quality identifier. HT'RG: High-Quality Trigger. LTRG:
Low-Quality Trigger.

The main part of the TRB board is the Bunch and Track Identifier (BTI) chip.
Initially, the BTI prototype was designed in FPGA but finally, it was developed in
ASIC. This device does a rough track reconstruction within a superlayer and also it
assigns the corresponding bunch crossing of the muon candidate. The BTT produces
the local trigger in the trigger chain and generates row data.

MC to ROS

SB to SC ARG

@ RE)  cep+SB

Chamber signal cables

CCB link ROBE + TRB ¢ ROB-32+ ROB+TRE @ RO link
TREB-32 ¢

Figure 2.11: DT Minicrate

The minicrate is equipped with a data serializer that converts the output to a
serial data stream and sent it over Ethernet cables in 480 Mb/s rate.
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2.5.2 Resistive Plate Chambers

The Resistive Plate Chamber (RPC) consists of two parallel plates in negative
voltage and between them there are parallel strips of high-positive voltage which
perform the readout. The RPCs operate as any other gaseous detectors. The passing
charged particle ionizes the gas. Then an electron cascade is amplified by the high
voltage applied in the chamber. The anode collects the charge and finally the signal
goes to the RPC readout.

The RPCs are shown in green color in the Figure 2.12. They are located in the
barrel area close to the DTs and in the endcaps close to the CSCs. They cover a
pseudorapidity range of |n| <1.6.

As presented in the Figure 2.10, in the case of MB1 and MB2 stations, the DT is
sandwiched between two RPCs. But in the other stations (MB3 and MB4), each
DT has the RPCs only in the inner side. In the endcaps, the RPCs are arranged in
four disks named ME1, ME2, ME3, MEA4.

The RPCs have high efficiency, low noise and good time resolution (lower than 1
Bunch Crossing, 1 BX ). The later is used by the trigger systems to determined the
corresponding BX of the muon because the other muon detectors (DTs and CSCs)
have lower time resolution.
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Figure 2.12: Schematic view of one quarter of CMS, in the z-¢ plane.
RPC chambers appear with green color
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2.5.3 Cathode Strip Chambers

The magnetic field of the endcaps is uneven and therefor
Cathode Strip Chambers (CSCs) are used.

The CSC is a multiwire gas chamber that consists
of arrays of six positively-charge wires crossed by seven
negatively-charged copper strips. When a muon passes through
the chamber, ionize the gas and the charge is collected by the
strips and the wires. The anode wires are used for measuring
the muon 7 coordinate, while strips provide the azimuthal
angle ¢.

The Endcap muon system includes 468 CSCs. The entire
system covers the pseudorapidity range 0.9< |n| <2.4 and
azimuthal angle 0-360° ¢. Figure 2.14 shows the z-¢ plane of
CMS where the CSC chambers appear in red color. The CSC
chambers are organized in sectors which are grouped as ME1,
ME2, ME3 and ME4. The fist group ME1, has three rings of

Figure 2.13:
CSC ring

sectors (ME1/1, ME1/2, ME1/3), each cover 10° in ¢. The groups ME2, ME3 consist
two rings of stations (MEn/1, MEn/2, n=2, 3). The MEn/1 covers 20° and MEn/2
10°. Each chamber of ME4/1 covers 20° in ¢. The chambers have trapezoidal shape
and they overlap in order to elimitate the gaps bewteen them (Figure 2.13) [23].
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Figure 2.14: Schematic view of one quarter of CMS, in the z-¢ plane.
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2.5.4 Barrel muon apparatus

The barrel of CMS is divided to five wheels. One of them is presented in Figure
2.15. The DT detectors are shown with light blue color and the RPC with grey.
They are organized in 12 sectors. Each of the sectors has four layers of DTs and
three layers of RPCs. The DT are marked as MB/Z/K/J where Z is the number of
the wheel (-2, -1, 0, +1, 42 are parallel to the Z axis of CMS), K is the number of
the DT layer (1, 2, 3, 4) and J is the number of the DT sector (1, 2, 3, 4, 5, 6, 7, 8,
9, 10, 11, 12). Equivalent, the RPC detectors are marked as YB/Z/K/J where Z is
the number of the wheel (-2, -1, 0, +1, 4+2), K is the number of the RPC layer (1, 2,
3) and J is the number of the DT sector (1, 2, 3, 4, 5, 6, 7, 8,9, 10, 11, 12). Each
DT sector covers a ¢ angle of 60° [24]. As the Figure shows in the top and bottom
sectors, the fourth layers have two DT detectors. Considering that CMS has five
wheels and each wheel has 12 sectors, 60 sectors exists in total. Also considering the
total number of sectors and the fact that bottom and top sectors have one more DT,
70 DTs are used. In addition to the Y-X plate (wheel), sectors are also organized to
»=30°, across Z-axis were one wedge has 5 sectors (one of each wheel). As will be
presented in detail in the next chapter, the barrel muon system searches muons in a
wedge level.

Figure 2.15: Schematic view of one of the five wheels of the barrel of the CMS
experiment, in the x-y plane and a track of a muon.
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2.6 Back-End electronics in CMS

New electronic systems offer stability, redundancy, high-speed protocols and
high-end possessing power. Those characteristics are widely used in High-Energy
Physics (HEP) experiments in the off-detector electronics (Back-End, BE) categorized
as Data AcQisition (DAQ), Trigger and Control systems. CERN groups have
developed electronic systems (Frond-End, Back-End, etc), based on the state of
art technology, in order to design new HEP experiments and upgrade the current
ones. The Front-End systems are mounted in a strategic places close to the particle
detectors and eventually digitize, record and send the results over copper or optical
links.

In addition, modern electronics are used in back-end systems in order to trigger on
useful information and collect the detector data using DAQ systems. The back-end
systems, are modular systems characterized by specification standards like the
Nuclear Instrumentation Module (NIM), the widely used Versa Module Europa
(VME) and the two most recent standards: Advanced and Micro Telecommunications
Computing Architecture (ATCA and pTCA) [25]. Micro Telecommunications
Computing Architectures is an open standard for building high-switched fabric
computer systems in a small form factor. In HEP applications, Advanced Mezzanine
Cards (AMC) mounted on a yTCA core, provide processing and /O functions which
are used in order to receive data from the detectors and find particles.

During the phase I trigger upgrade of CMS, which is completed in the first quarter
of 2016, the old fashioned VME standard has been replaced by the uTCA [1]. Figure
2.16 shows the AMCs designed for this upgrade. The cards are installed in CMS
underground cavern USC55.

(d) TwinMux

Figure 2.16: AMCs used in CMS for the phase I trigger upgrade

The AMC cards showing in Figure 2.16, use the most advanced and modern

Page 82 N. Loukas Chapter 2



The CMS Barrel Muon Track Finder

digital devices such as switching regulators, PLLs, digital switches, microcontrollers,
Complex Programmable Logic Devices (CPLDs), FPGAs, optical modules and several
memories.

The most powerful digital device in applications such as trigger and readout
systems of the experiments at the LHC, is the FPGA. The implemented logic on a
FPGA is by nature parallel and is described mostly by VHDL or Verilog programming
languages. After the compilation the results of the design can be described as many
concurrent interconnections of electronic components, called netlist.

The FPGA hardware is an array of hardware components in the chip like:
Look Up Table (LUT), Block RAM (BRAM), Digital Signal Processor (DSP),
First-in First-out memory (FIFO), Clock Management Tile (CMT), Buffer (BUF),
SERializers/DESerializers (SERDES), Transceiver, etc [26].

For example in trigger systems, algorithms are implemented using LUTSs in case of
simple functions and DSPs from more advanced tasks. To extract predefined values
with low latency (one clock cycle) BRAM elements are used. In addition transceivers
and SERDES are used in order to establish serial interfaces over high-speed optical
links, medium copper connections over LVDS and ethernet connections.
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Chapter 3

The CMS Trigger

As presented in the previous chapter,

CMS is a complex system of detectors that Detectors
finds different kinds of particles on full ¢ and —
1 coordinates. In each detector, front-end Front end pipelines|

electronics are mounted to collect analog
electric signals from particle passage, convert
it to digital bits and send it over serial links
for consequent analysis. CMS has a large
number of readout channels (100 million)
which provide an average of 1 MB of data per
event. Considering that the bunch crossing Processor farms
rate is 40 MHz, the total data stream is about
40 TB/s, which is practically impossible to
Stor; ;m% prolcessl- (Tier 0) of the Worldwid CMS: 2 physical levels
e first leve ier 0) of the Worldwide . . .

LHC Computing Grid is foreseen to give to Figure 3.1: The TriDAS project
CMS 100 MB/s throughput. Considering the
event size (1 MB), results to that only the 100 most interesting collisions out of
the 40 million generating every second must be selected. This is performed by the
Trigger and Data Acquisition System (TriDAS) [27]. The trigger flow diagram in
CMS is presented in Figure 3.1. It is divided in two levels, the first (Level-1 Trigger,
Lvl-1) reduces the input rate from 40 MHz to 100 KHz and the second level (High
Level Trigger, HLT) reduces it farther to 100 Hz, with the use of a processors farm.
As can be seen in the data-flow diagram, the L1 Trigger operates in parallel with
the front-end pipeline memories existing in the output of the detector front-end
electronics. The L1 Trigger exclusively consists of electronic systems and has a
latency budget given by the pipeline memory depth (green color). This time budget
is 128 long times 25 ns bunch crossings (BXs) = 3.2 us. Every time that the L1
Trigger system finds a qualified event, it generates a Level 1 Accept (L1A) signal.
The L1A signal enables the data writing in the readout buffers. The readout buffers
are connected to the processors in the HLT farm with a large switch network. The
High-Level Trigger (HLT) online event filter system does the final triggering by using
more complex (that hardware uses) algorithms compared to the L1 Trigger. Finally
the output of the TriDAS stream (rate 100 Hz of 1 MB event size) is forwarding for
storage and data analysis to a global computer farm (GRID).

Readout buffers

Switching network
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3.1 The CMS Level 1 Trigger

After the phase-I upgrade of LHC, the instantaneous luminosity as well as
the average pile-up in CMS expected to be doubled. Moreover, after phase-11
upgrade (2025), the luminosity will be increased farther and reach to 5x10%* cm™2s71,
and this unfortunately exceeds the initial design specifications of the L1 Trigger
(L1T) and Trigger Primitive Generator (TPG') in CMS. High-luminosity affects
trigger performance by introducing higher-trigger rates (with potential spikes) as
well as lower trigger efficiency. To compensate with the LHC machine upgrades,
the Level 1 Trigger system has radically changed. The new system, installed after
the phase-I upgrade, has increased its flexibility and therefore offers adaption over
the rapidly evolving running conditions. Flexibility has been accomplished by
using the telecommunications standard yTCA which replaced the previously used
VME framework. The pTCA systems are modular, offer higher bandwidth and
hot-swapping. New Advanced Mezzanine Cards (AMCs), specially designed for CMS
L1 trigger upgrade are based on modern, large FPGAs and big memories in order
to implement the trigger logic. The use of many high-bandwidth optical links (10
Gb/s) offers a large scale fan-out to different trigger processors and increases farther
the flexibility improving the robustness |1, 28|.

RPC detectors ]
CMS {ECAL] [HCAL] [ HF } ) <
Detectors CSC detectors DT detectors
Data L 4
Consentration CaloLayer1 ’ GEEE J TwinMux
Layer : ; :
Trigger and CaloLayer2

sorting Layer

Global Trigger

Figure 3.2: The upgraded L1 Trigger architecture and data flow of CMS

The dataflow diagram of the L1 Trigger after phase I upgrade is shown in Figure
3.2. There are two main trigger branches: the calorimeter trigger branch, shown
on the left side of the trigger tree and the muon trigger branch, shown on the

LTPGs are object produced by the detector electronics every 25 ns.
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right side. The L1 Trigger data flow can be categorized in four layers: the detector
layer, the data-concentration, the regional-triggers and the global-trigger layer. The
CMS detectors systems (ECAL, HCAL, HF, RPC, CSC and DT) introduce Trigger
Primitives Generators (TPGs). The TPGs produce row data after a particle detection.
These data, called Trigger Primitives (TPs), contain information about the local
energy absorption or the particle hits, local ¢ and n position, the quality of the
measurement and the bunch crossing to which the measurement should be assigned.
The TPGs logic reconstructs the detected information from the continuous stream
of digitizations at the LHC bunch crossing frequency. In the data concentration
layer, data primitives from different TPGs are collected, synchronized with the LHC
clock and forwarded to the next trigger layer called trigger and sorting layers. In
data-concentration layer, short local algorithms are also performed in order to move
the trigger redundancy detection as much as earlier in order to obtain a higher-trigger
performance with higher efficiency and rate reduction. Track finding, energy sum
and jet clustering are performed in the trigger and sorting layer. This layer includes
parallel algorithms running on parallel systems (in case of muons). The regional
trigger algorithms generate events located in the corresponding regions. Then the
cancel-out algorithm cuts duplicate events and sort the results according to specific
conditions. The final level-1 trigger layer is the micro Global Trigger (uGT). It
collects the results from the two branches, implements “the menu of triggers” (a
set of selected requirements applied to the final list of objects) and generates the
so-called “finalOR” signal which triggers the readout of the detectors and is the basis
for further calculations in the High Level Trigger.

3.1.1 Calorimeter Trigger

The Calorimeter Trigger applies the Time Multiplexing Trigger (TMT). This
algorithm finds energy jet, tau, and electron/photon candidates. The logic is divided
into two layers that during the L1 Trigger Upgrade have replaced the Regional
and the Global Calorimeter Trigger. The Figure 3.3 shows both legacy (left) and
upgraded (right) calorimeter trigger with their interconnections. The L1 Trigger
Calorimeter Upgrade has been proceeded in two stages. The first established in 2015
and the second in 2016. In the first stage, Layer-2 Calo Trigger replaces the Global
Calorimeter Trigger (GCT) hardware and in the second stage, Layer-1 Calo Trigger
replaces the Regional Calorimeter Trigger (RCT). Additionally to the two Calo
processor Layers three different kinds of cards are used in order to split and transmit
data though optical links. The optical Serial Link Board (oSLB) duplicates ECAL
TPs from the existing ECAL back-end. The optical Receiver Mezzanine (0RM) is
used in the RCT to receive data from ECAL (via oSLB) and HF. Finally, the optical
Regional Summary Card (oRSC) sends the RCT data to GCT, Layer 1 Calorimeter
Trigger and Layer 2 Calorimeter Trigger [29].
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Figure 3.3: The Level-1 Calorimeter Trigger of CMS before and after the upgrade.
On the left side is the old system and on the right side the upgraded system. The
upgrade lasted for two years. In that period parts of the new system was getting in
charge of the calorimeter trigger stage by stage.

Figure 3.4 shows the L1 Calorimeter crates and patch panel. On the left side is
the CaloLayerl and on the right side the CaloLayer2. The CaloLayerl sends and
fan-out data to the CaloLayer2 via optical spliters (Molex FlexPlane) inside the
patch panel.

Figure 3.4: The Level-1 Trigger Calorimeter system. On the left is the CaloLayerl.
On the right is the CaloLayer2. On the top middle is the patch panel. On the middle
bottom is the Molex FlexPlane.
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3.1.1.1 Calorimeter Layer 1

The first layer of the calorimeter Trigger (CaloL1) receives ECAL, HCAL and HF
Trigger Primitives (TPs) data using synchronous 4.8 Gb/s and 6.4 Gb/s protocols.
The CaloLayerl contains logic that pre-processes all Trigger Primitives from ECAL
HCAL and HF detectors for each bunch-crossing. Then it synchronizes and transmits
the results to the second trigger Calorimeter Layer called, CaloL.2. The Calorimeter
Trigger Processor-Virtex7 (CTP7) card (Figure 3.5) has been designed by the
University of Wisconsin. The processing power is based on the 690T Virtex-7
FPGA which gives the required resources in order to synchronize the inputs, apply
the pre-processing algorithm and re-transmit the data to CaloL2. The card uses
minipods to receive 31 channels and transmit 12 channels. Also it uses three CXP
transceivers capable to transmit 36 I/O serial links running at 10 Gb/s. The CTP7
card is controlled by an embedded operating system (OS) based on the hybrid
ASIC/FPGA chip (ZYNQ-045). This device hosts an FPGA with a ARM-CPU in
the same die. CTP7 uses the OS to access and control the FPGA via a chip2chip
interface. Also it uploads firmware to the FPGA thought scp protocol and stores it
to the micro Secure Digital (4xSD) memory. In addition the ZYNQ System on a Chip
(SoC) controls the optics of the card and configures the reference clock generator
(SI5324) that feeds the GTHs of the Virtex-7 FPGA. CTP7 also uses a 32-bit Atmel
microcontroller to implement IPMI and communicate with the yTCA back-plane.
Finally, it has a CPLD for switching the JTAG chain routing |30, 31].

liiLﬁ:’inM- el

Figure 3.5: The CTP7 processor with three CXPs used in the CaloL1.

The CaloL1 Back-End (BE) pTCA system consists of 3 yTCA crates each one
having 6 CTPT7s. It receives trigger primitives with 4.8 Gb/s and 6.4 Gb/s links,
synchronizes them and transmits the results to the CaloL2 using an Asynchronous
10-Gb/s protocol. CaloL1 has moved the redundancy earlier in the trigger chain by
calculating trigger tower sums from different TPs.
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3.1.1.2 Calorimeter Layer 2

The Calorimeter Layer 2 (CaloLayer2) uses Master Processors virtex-7 (MP7s)
designed by Imperial College (Figure 3.6) in order to trigger physics objects from the
calorimeter detectors. The MP7 has 72-input and 72-output optical links operating
at 10 Gbps. It uses 12 minipod optics with MTP-48 connectors. The large scale
690 Virtex-7 Xilinx FPGA, used in the MP7, is capable to implement the algorithm
of the CaloLayer2 and the required infrastructure. The atmel AT32-UC3A-3256
mircocontroller of the card, handles the Intelligent Platform Management Interface
(IPMI) between the card and the yTCA backplane. The Xilinx CPLD of the
MP7 does the switching of the JTAG rooting in the card. The MP7 is powered
by the LTM4606 regulators (from LINEAR technology), specific designed for
transceiver applications [32]. The card is accessible by IP-UDP protocol thought the
microcontroller (MMC) that initialize the connection on power up. This is achieved
after the MMC gets the MAC address from the card and request an IP address
from a RARP service provided by a control PC. MP7 processors are used in the
CaloLayer2 as well as in the Barrel Muon Track Finder, in the Global Muon and
Global Trigger systems.

Figure 3.6: The Master Processor Virtex-7 (MP7).

Calorimeter architecture: The CaloLayer2 implements the main part of the
calorimeter algorithm, called Time-Multiplexed Trigger (TMT) [33, 34]. The first
MPT of the CaloLayer2 receives data of one bunch crossing from CTP7s and performs
the reconstruction and identification of physics objects. A second MP7 receives data
of the next bunch crossing and runs the same algorithm. This procedure is repeated
until the tenth MP7 receives data from the tenth bunch crossing. The processing
time of the TMT is available through the use of a pipeline. With this architecture
every MP7 collects energy sums of ECAL and HCAL from all calorimeters. Output
trigger data are then sent to the micro Global Trigger. The TMT algorithm is shown
in Figure 3.7. From the one hand, two output links from each CTP7 are connected
to each MP7 (24 output times 36 CTP7s equals to 864 links to 12 MP7s). From the
other hand, 72 serial links of the MP7 are used to connect to 36 CPT7 boards from
Layer-1 (72 inputs times 12 MPT7s equals to 864 links from 36 CTP7s) [35].
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Figure 3.7: Time Multiplexer Trigger (TMT) architecture.
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3.1.2 Muon Trigger

The block diagram of the L1 muon trigger of CMS is shown in Figure 3.8 and
is divided in four layers. The first layer includes the Trigger Primitive Generators
(TPGs) which lie on the Front-End of the detectors. In the second layer, data
concentrators are responsible for pre-possessing the primitives (first step of the
algorithm) and fan-out the results in the subsystems of the 3rd layer. The third layer
includes the regional-trigger processors for muon-tracks determination. Finally, in
the micro Global Muon Trigger (uGMT) the best eight muons from all track finders
are selected. The muon L1 trigger is divided in three subsystems representing three
n areas of the muon detectors in CMS. The Barrel Muon Track Finder (BMTF), the
Overlap Muon Track Finder (OMTF) and the Endcap Muon Track Finder (EMTF).
They are searching for muon tracks in |n| <0.83, 0.83< |n| <1.24 and 1.24< |n| <2.4
respectively [1]. The RPC detectors are spread in both barrel and endcaps while
DTs exist in the barrel and CSC in the endcaps region. As with the CaloLayerl of
the Calorimeter Trigger, where the data are concentrated, pre-processed and fanout,
a similar operation is performed in the CPPF and TwinMux of the Muon Trigger.
DT, RPC and HO TPs are received at TwinMux while the RPC TPs are receive at
CPPF. The TwinMux combines DT data with RPC from the barrel and generates
the so-called, super-primitives. Then it sends the result to the BMTF and OMTF
track finders. The CPPF receives RPC data from the endcap region and sends them
to EMTF and OMTF. Data from CSC are send directly to both EMTF and OMTF.
The three track finders identify totally up to 108 muons for every bunch crossing
(BX). Finally, the uGMT selects the best eight muons according to the higher rank
(formed by pr and quality) and transmit them to the Global Trigger.
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Figure 3.8: The L1 Muon Trigger architecture of CMS after the phase I upgrade.
The color of the arrows indicates the transmission protocols used with optical links.
Green: synchronous 480 Mb/s, Brown: synchronous 1.6 Gb/s (GOL links), Pink:
synchronous 3.2 Gb/s and Blue: asynchronous with the LHC clock, 10-Gb/s links.

3.1.2.1 The upgraded sector collector - TwinMux

The TwinMux system has replaced the old Trigger Sector Collector (TSC) used in
Muon Trigger of CMS until December 2015. The TwinMux as it already mentioned
collects, synchronizes and distributes the Trigger Primitives (TPs) to the track finders.
The same hardware will be used to replace the current Read Out Server (ROS) with
the new readout, called micro Read Out Server (uROS), which will receive data
from the DT minicrates after they get the L1 accept signal. The 4ROS is part of
the Data Aqusition and not of the Trigger system [36, 3].

The TwinMux card is shown in the Figure 3.9. The card hosts a Virtex-7
FPGA, part XC7VX330TFFG1761-3 and an ATmegal28 microcontroller. Also it
has minipod and SNAP12 optics [37], a CPLD to control the JTAG routing and
switching regulators to provide the power on the card. The ATmegal28 plays the
role of a Module Management Controller (MMC) whose main operation is the power
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management of the card. The FPGA is connected to the SNAP12 optics through its
SERDES or through its GTH transicevers. The selection of the routing is done by
placing a small mezzanine card on the board. The TwinMux uses the SNAP12s to
receive data from the DT minicrates with optical links of 480 Mb/s bandwidth and
from RPC minicrates using 1.6-Gb/s links. The FPGA transmits the results to the
next stage using 10-Gb/s links through minipods.

Figure 3.9: The TwinMux card. This AMC card uses a Virtex-7 FPGA that
pre-processes TPs and transmits them to the track finders using optical links.

Each TwinMux collects all TPs from one muon sector of the barrel. The Figure
3.10 shows the input and output links of one TwinMux. It receives TPs of DT using
32 synchronous links at 480 Mb/s (green color), 3 synchronous links at 1.6 Gb/s
links (brown color) and transmit 12 asynchronous links at 10 Gb/s (blue color).

Own Next
wheel ' wheel

DT—ST3
RPC—-ST3

([ DT-s;2 &
RPC—-ST2

~ DT-ST1
([ RPC-STL |

Figure 3.10: Block diagram of the TwinMux serial I/Os.
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As is shown in Figure 3.10, each TwinMux card multiplicates (fan-out) its
output to six Track Finders (TFs) and delivers the same TPs using 2 x 10 Gb/s
links for every TF. This fan-out gives to neighbor TFs all the information in order
to search for muons that cross a DT chamber of the same sector (co-called “own
sector”) and continue the trajectory passing through DT chambers of neighbor sectors.

‘ ;: | I"II ) - - -
B Pl R 51

Figure 3.11: TwinMux crate.

60 (12 sectors times 5 wheels) TwinMuxs are used to cover all DT sectors and
they are hosted in five yTCA crates according to their relative DT wheel. Therefore
12 TwinMuxs are placed in each crate one out of the five crates installed in the CMS
USCH5 cavern. The Figure 3.11 shows one TwinMux crate during operation. RPC
detector provides better timing accuracy than the DT and therefore in the TwinMux
algorithm the DT data are synchronized according to the RPC. This procedure
increased the efficiency later in the trigger chain (BMTF). Also it is foreseen to use
LUTs to convert RPC data to DT data in order to replace any potentially missing
DT data (missing stabs) with RPC data.
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3.1.2.2 Concentration Pre-Processing and Fan-out

The second system used to concentrate muon primitives is called Concentration
Pre-Processing and Fan-out (CPPF). It receives RPC data at 1.6 Gb/s from endcaps,
synchronizes and transmits them to the OMTF and EMTF.

12-Chane| Optical Rx

12-Chanel Optical Rx

Clodk
Distribuficn 12-Chane| Optical Rx

12-Chane| Optical Rx

12-Chanel Optical Tx

12-Chanel Optical Tx

Figure 3.12: The hardware of the Concentration Pre-Processing and Fan-out card.
Left: CPPF card. Right: CPPF block diagram

The hardware of the CPPF is shown in the Figure 3.12. The card has minipod
optics, two FPGAs, one 32 bit microcontroller, DDR3 memory, Flash memory, 12C
and UART components [38]. The block diagram shows the interconnections of
the card. This design is based in two FPGAs. One of the FPGAs, a Kintex-7
XCTK7T0TFBG484-2, called Control FPGA is used to interconnect the AMC to the
network and controls several components in the card. The second FPGA, a Virtex-7
XCTVX415TFFG1158-2, called Core FPGA implements the main functions of the
CPPF system (input links, synchronization and output links).
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3.1.2.3 Barrel Muon Track Finder (BMTF)

The hardware of the track finder of the barrel muon system is shown in the
Figure 3.13. It includes two puTCA crates. Each of them hosts 6 track finder
Master Processors Virtex-7 (MP7). Every MP7 is searching for muons in one
wedge of the muon barrel. The crates organize the MP7 in two half barrel wedges.
The processors of the wedges : - ‘._‘ _ \_hs. '\_.__

B ——

1, 2, 3, 4, 5 and 6 are
placed in the top crate and
the processors of the wedges 7,
8, 9, 10, 11 and 12 searching
for muons in the bottom crate.
The BMTF crate, consists
of one commercial MicroTCA
Carrier Hub (MCH) to access
the AMCs and one AMCI13
designed and constructed at
CMS to connect the system
with Time Control Distribution
System (TCDS) and send the
triggered data to Front End
Driver (FED).

The BMTF system is
looking for muons within the
pseudorapidity of |n| < 0.83. It
receives muon super-primitives
from the barrel distributed
by the TwinMux system and
synchronize the data of the
same bunch crossing. It runs
144 ¢-track finders in parallel
(2 per sector x 6 per wedge?® x
12 wedges) and choose the 3
best reconstruted muons per
wedge which are finally sent
to the next trigger system of ~ .
the chain called uGMT. The Figure 3.13: The BMTF system
protocol of both input and
output links is commonly used in L1 Trigger and runs asynchronously at 10 Gb/s [2].
The heart of the MP7 is a XC7VX690TFFG1927-2 FPGA, large enough to cover all
requirements for the basic logic. The system is fully controlled by the IPbus which
establish an Ethernet connection to a control PC in USC55 cavern. The BMTF
during operation is monitored through IPbus and raises any system error or warning
to the CMS control room.

BMTTF is presented in details in chapter 4 as it is part of the main effort carried
out in the present thesis.

2The track finders logically split the central sectors in two parts: + n and -1. Hence instead of
5 track finders the system runs 6.
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3.1.2.4 Overlap Muon Track Finder (OMTF)

The OMTTF is searching for muons in the common barrel-endcap region with 0.83
< |n| < 1.24. The hardware platform of the OMTF is the Modular Track Finder
virtex-7 (MTF7) dual board. The MTF7 (Figure 3.14) is used in both OMTF and
EMTF systems. It consists of two AMC cards which are interconnected by a custom
backplane [39]. The base card has two FPGAs: a Kintex-7, XC7K70TFBG484-2
called Control FPGA and a Virtex-7 XC7VX690TFFG1927-2 called Core FPGA.
In addition it includes 1GB DRAM (RLDRAM) memory that is used to store large
Look Up Tables (LUTs) with pr values accessed by the track finder logic. The second
card hosts the high-bandwidth optical links. The optical board is designed to receive
84 input links and 28 output links.

Figure 3.14: MTF7 dual board. On the left side is the optical board with the I/O
links. On the right is the base board that hosts the virtex-7 Core FPGA. These are
interconnected by a custom backplane (center).

The OMTF receives CSC inputs links at 3.2 Gb/s, synchronous with the LHC
clock, and RPC - DT links at 10-Gb/s asynchronous to the LHC clock sent by the
data concentrators (TwinMux and CPPF). The overlap region has a complex detector
geometry and therefore the algorithm is based on the comparison of reconstructed
signals from detectors with a set of precomputed patterns, called Golden Patterns
(GPs). The GPs are objects that represent muon tracks with defined transverse
momentum range and sign. The OMTF algorithm takes the advantage of the on
board DDR3 memory of the MTF7 in order to store those py values. The OMTF
analyzes the input primitives, identifies muon tracks and estimates their transversal
momentum py. The system identifies and delivers up to 3 muon candidates per
MTF?7 for each bunch crossing. Each one for the 12 MTF7 modules, process data
within 60° on each side of the two overlap regions and transfers the parameters to
the micro Global Muon Trigger pGMT [40, 41].
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3.1.2.5 Endcap Muon Track Finder (EMTF)

The Modular Track Finders virtex-6 (MTF6) and virtex-7 (MTF7) are AMC
Boards used in the L1 muon trigger of CMS [39]. The Endcap Muon Track Finder,
EMTTF is based on the MTF7 to find muons that leave signals in the detectors of the
encdap area 1.24 < |n| < 2.4. The EMTF system collects data through optical links
from both Cathode Strip Chambers, CSC and Resist Plate Chambers, RPC. In the
first case a synchronous protocol running at 3.2 Gb/s is used to receive CSC data
and in the second case an asynchronous protocol is used to receive 10-Gb/s RPC
data from the CPPF data concentrator.

Figure 3.15: EMTF crate. It hosts six dual MTF7 modular platforms including one
base card, one optical card and one LUT mezzanine. The optical cards are connected
with multimode fibers operating up to 10 Gb/s.

The cards of the EMTF system are hosted in a yTCA Vadatech crates. Each
crate (Figure 3.15) has six MTF7 boards (6 base + 6 optical modules), one Vadatech
MCH, to access the MTF7 and control the crate [42] and one AMC13, to send
triggered data to the EMTF FED and distribute the TTC clock and commands from
the TCDS. The MTF7 hosts a mezzanine with a 1 GB RAM for loading the Look Up
Tables (LUTs). This large memory is used by the algorithm to transform hit patterns
to transverse momentum (pr) values. Each one for the 12 MTF7 modules, process
data within 60° on each endcap. Like the other Track Finders, each EMTF card
sends the 3 best muons to the next stage through optical links running asynchronous
10 Gb/s protocol.
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3.1.2.6 micro Global Muon Trigger

The old Global Muon Trigger, built using the VME standard, has been upgraded
and replaced by the micro Global Muon Trigger uGMT. The prefix “micro” stands for
the pTCA standard, used in all Level-1 Trigger systems after phase-I upgrade. The
pwGMT crate uses one MP7 board, one MCH and one AMC13 board. The MP7 of
the uGMT receives data from the track finders using 64 input fibers (12 from BMTF,
12 from OMTF, 12 from EMTF and 28 from the CaloLayer2). In contrast to the old
system, the upgraded Global Muon Trigger does not merge muons coming from the
DT and CSC track-finders with those delivered by the RPC system, but it applies a
final sorting algorithm in the three track finders and cancels-out duplicate muons
found at the boundary between neibour track-finders. Finally, yGMT computes the
isolation of a muon based on the energy deposited in the calorimeter Trigger Towers
around a muon’s track [4].
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Figure 3.16: Logic block diagram of uGMT. The upper part shows the isolation unit
and the lower part the sorting unit.

The lower part of Figure 3.16 shows the two muon sorting stages of the uGMT.
In the first stage the muons from each track finder are sorted separately according
to a rank assigned depending on the py and the track address of the muons. At
the same time the algorithm finds and cancels ghosts (fake muons) by matching
muon tracks in the boundaries. In the second stage, a sorter logic gets four muons
from the positive and four from the negative regions of both the overlap and endcap
track-finders, as well as eight muons from the barrel track finder. The best eight
muons among the above 24 mouns are sent to the uGT. The upper part of Figure
3.16 presents the isolation unit. The value of the energy sum in the calorimeters at a
given position is compared with a pre-defined threshold, to calculate the absolute
isolation. The absolute isolation divided by the muon pr gives its relative isolation.
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Finally, the relative isolation values are merged with the sorted muons and sent to
the uGT.

3.1.3 micro Global Trigger

An MPT7 card is used in the upgraded Global Trigger (uGT) to perform the main
algorithm of the Global Trigger. In addition, the AMC502 is used to consentrate and
distribute LVDS signals from/to MP7 processors [43]. The AMC502 is a commercial
card from Vadatech [44]. The block diagram of the AMC502 is presented in the
Figure 3.17. The AMC502 hosts a large Kintex-7, XC7K}20TFFG1156-2 where the
logic safely moves data from parallel LVDS signals to a 10-Gb/s serial link. AMC502
hosts an iMX6 which controls the card. A light linux OS (Fedora), accessed by the
network, has been built in the card and uses the iMX6 CPU and the memories (Flash
and DDR3) to allow the user to store and upload firmware to the AMC502 FPGA as
well as develop software for testing. In addition, the card hosts an IPMI controller to
check the status of sensors and request power from the backplane, a gigabit Ethernet
switch to interconnect the FPGA and the Linux OS with the MCH of the pGT and
a Phase Lock Loop (PLL) to distribute a low jitter clock to both FPGA, and CPU.
A basic firmware designed for the AMC502 is presented in the Section 7.3.
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| S FMC (VITA-57)

I iMX6 Quad

| Core CPU
Clock and Cross Bar PLL

Flash

Figure 3.17: AMC502 block diagram.

The new pGT is the final link of the CMS L1 Trigger chain. It uses an
asynchronous 10-Gb/s protocol to receive the inputs and recive more triggers objects
than the old-trigger system: From the muon branch it receives 8 instead of 4 muon
candidates and from the calorimeter branch it receives 12 electron/gamma objects
instead of 8, 12 jets instead of 8, and 8 tau objects instead of 4. The uGT receives
triggers from other CMS subdetectors and sources which are still connected to the
old Global Trigger and called External Conditions (EC). Those signals are differential
(LVDS) and therefore they are sent to the MP7 of the uGT via the AMC502 card.
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As shown in Figure 3.18, four AMC502 on the right side of the crate are connected
with 8 VHDCI (Very High-Density Cable Interconnect) cables that carry the ECs.
The AMC502 synchronizes them and the output data are sent via an asynchronous
10-Gb/s link to the MP7 [45].

The MP7s (left side of the Figure 3.18) applies the trigger menu of the uGT
system. It generates the Level-1 Accept (LL1A) signal based on the inputs of the
MP7 (muon triggers, calorimeter triggers and ECs). The VHDL code of the trigger
menu is generated by software written in Python language. This software adopts the
requirements for different physics conditions in the LHC and the CMS detector. The
software’s framework is a Graphical User Interface (GUI) that gives an easy access
to the menu and stores the values in XML files [46]. The software uses those XML
files to generate the algorithm part of the MP7 algorithm. As in the other trigger
subsystems, the algorithm logic of the uGT is placed on top of the infrastructure
logic in the processor’s firmware.

N AMCS502 input
" receivers

Figure 3.18: The uGT crate. From left to right the crate hosts two power modules,
three MP7s (the first two are operational), one AMC13, one MCH and five AMC502
(the first generates the finalOR and the other four convert LVDS signals to 10-Gb/s
asynchronous optical links).

The pGT algorithm logic is modular and if more logic is required it is foreseen to
be extend in more than one MP7 processor. As the logic becomes more complex, the
system is able to use up to 6 MP7s in parallel. The system delivers partial triggers
to the AMC502 and this generates the so-called “finalOR” signal (FINOR). The
FINOR (output of the uGT), is used as Level-1 Accept, triggers the readout of the
detector and is used in the High Level Trigger system (HLT).

The central AMC502 (FINOR) of the crate receives the triggers of the old triggers
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systems running in parallel using LEMO cables and low voltage TTL (LVTTL) input
connections from the MP7s. In both sides mezzanine cards are installed in order to
establish the connection. This 40 Mb/s connection has been chosen instead of an
serializer/deserializer logic to avoid the increase of system latency.

3.2 The High Level Trigger

The second trigger level of CMS is called High Level Trigger (HLT) and is a
software system implemented in a filter farm composed of commercial processors
(13,000 CPUs). All high-resolution data from the detector readouts are stored in
pipeline memories in the front-end electronics available to be processed by the HLT.
The HLT aim is to reduce the trigger rate coming from the L1T about 1,000 times
and deliver a maximum event rate of 100 Hz [47|. The HLT receives the information
from the calorimeters and muon detectors to reconstruct physical objects. The event
rate is reduced by applying requirements on the reconstructed objects properties.
The HLT uses information from the pixel and strip detectors for track reconstruction
and primary vertex identification [48]. The HLT algorithms are more complex and
complicated than those of Level-1 Trigger which are implemented into FPGAs.

Figure 3.19: The event builder of the High Level Trigger (HLT).

The Figure 3.19 shows the event builder architecture. On the top are the Level-1
Trigger and the Detector Front-Ends.
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Chapter 4

The Barrel Muon Track Finder

As described in Section 3.1.2.3, the Barrel Muon Track Finder (BMTF) searches
for muons in the central region of CMS (|| <0.83). This region as well as the
regions covered by the Overlap and Endcap Muon track Finders (OMTF, EMTF)
are shown in the Figure 4.1. The BMTF receives DT and RPC information from all
stations of the CMS barrel, except from the first layer of the outer wheels.
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Figure 4.1: The longitudinal view of one quarter of CMS detector and the three
muon track finder regions: BMTF, OMTF and EMTEF.

The BMTF identifies muons tracks after processing detector’s raw data (trigger
primitives). These data are generated by the on-detector electronics and contain
information about muon candidates for each of the four muon stations within a
sector. This information includes position (1 and ¢ coordinates) as well as bending
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in ¢ coordinate (¢). The information is accompanied by quality bits that express
the way the front-end electronics form the trigger primitives. The ¢ quality bits
give the correlation of trigger primitives between the Super Layers of the detectors
whereas the n quality 21 bits determine if the information hits are false or true. ¢ is
12-bits long, and ¢, 10 bits. Both are given in 2’s complement format which leads to
range of -2,048 to 2,047 and -512 to 511 respectively and 7 is 7-bit long (Appendix
B).

The trigger primitives of one muon candidate are delivered by one 10-Gb/s optical
link i.e. 192 bits at the bunch crossing frequency (BX). Each BMTF card processes
two muons per DT sector and thus receives the data using two links per sector. Each
BMTF Advanced Mezzanine Card (AMC) card is searching for muons within one
barrel wedge. It receives the trigger primitives from its own wedge as well as from
the neighbor wedges. Therefore 3 wedges use 30 optical links.

Each processor finds up to 3 best muons per wedge and sends them to the micro
Global Muon Trigger (uGMT) using one optical link. The muon information is:
pr (9-bits), quality (4-bits), pseudorapidity (9-bits), azimuth angle (8-bits) and
track address (14-bits). The pr scale is linear with stepsize of 0.5 GeV. The range
is 3 to 140 GeV. In addition pseudorapidity scale is linear and 7 is encoded in 2’s
complement format in the range -230 to 230 in steps of 0.010875.

4.1 The BMTF algorithm

The logic blocks of the BMTF algorithm are presented in the block diagram
of the Figure 4.2. The BMTF system receives muon-trigger primitives from the
detectors through serial optical links. After the deserialization stage, the data frames
are aligned in respect to the bunch crossing ratio (40.08 MHz) and enter the three
branches of the algorithm:

1. The ETA Track Finder branch (ETTF) of the algorithm is pipelining the trigger
primitives in order to synchronize the n-matching block output with the track
linker unit output of the PHI track finder (next branch). ETA matching unit
correlates 1 from the different 7 stations within one sector. The ETA selection
unit uses the track address found by the PHI track finder to select one of the
eta tracks found. The result of the ETTF is delayed to be synchronized with
the output of the Assignment unit.

2. The PHI Track Finder (PHTF) uses an extrapolation mechanism to identify
muons trajectories from their track segments within one sector. Partial
trajectories from all neighbor sectors are forwarded to the track linker unit in
order to form one unified trajectory.

3. The Assignment Unit pipelines the trigger primitives until the track addresses
are generated. Then it uses the track addresses to select the corresponding
trigger primitives. Finally, the selected data primitives are used as inputs of
LUT in order to assign the parameters to the muons found.

The above algorithm runs on each card (one wedge) 12 times in parallel and
it provides all the physical information of the muon candidates (pr, ¢, ). Before
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selecting the 3 best muons the algorithm checks for identical track addresses in order
to find trajectories that refer to the same muon. In case it finds two trajectories
with similar track addresses it cancels-out the one with the shorter track. Finally,
the processing unit compares the found muon candidates in order to choose those
with the highest transverse momentum. Then it forwards the best of the them to
the next system in the trigger chain (uGMT).

Eta
Matching

Eta
Selection

4 ETA hit pipe

Left wedge " ETA Track Finder

own wedgel-' Track Address ' Wedge ELYIEHE

Sorter

Extrapolator
Unit

Right wedge&z et atio
—

Track segments

Parameter

Assignment
Unit

Pipeline

Selection

Figure 4.2: Block diagram of the track finder algorithm.

4.1.1 Input and synchronization

Each BMTF processor card receives 30 links from one reference wedge and its two
neighboring wedges (10 each). These links are grouped in pairs and the 15 muons
sectors of 3 wedges are connected to one BMTF card. Appendix B describes the
input channel allocation to the BMTF card.

Each “deserialization and synchronization” unit receives 2 links corresponding to
6 x 32-bit words each in the 240-MHz clock domain. This unit delivers totally 384
bits in the clock domain of the algorithm (160 MHz). The unit applies programmable
quality thresholds which are available for testing. Also it generates input data flags
used in the monitoring blocks. Finally, it finds the correlated trigger primitives
information that is used later in the parameter assignment unit.

4.1.2 PHI Track Finder

The PHI Track finder is the main brunch of the algorithm. It defines the
presense of a muon track and gives the muon-track information to the other two
branches of the algorithm. It uses extrapolation Look-Up Tables to find partial
muon trajectories which it uses to reconstruct track addresses and finally, assign
the physical parameters of the track. The block diagram of the PHI track finder is
shown in Figure 4.3 [2, 49, 27].
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Figure 4.3: PHI Track finder and assignment unit

4.1.2.1 Extrapolation unit

The fundamental function of the BMTF algorithm is the reconstruction of a
muon track when the muon hits two neighboring DT stations. One of the stations is
defined as the source station and the other as the target station. The extrapolation is
applied from the source to the target station resulting to a ¢ and a ¢, coordinate on
the target. The ¢ coordinate of the extrapolation is defined by the equation 4.1 and
is equal to the sum of the source ¢ and its deviation due to the bending (¢;). The
deviation is assigned using FPGA memories which are called extrapolation Look-Up

tables: (rbdeviation (gbb,SOUT’Ct?) :

(bextrapolated == ¢source + ¢deviation(¢b,souree) (41)

If the @eutrapolatea is below a threshold (equation 4.2) the track between the two
DT stations marked as acceptable. In Figure 4.4 the extrapolation from the source
station (inner) to the target station (outer) is shown.

threShOZdemtrapolated Z |¢extrapolated - ¢ta’r‘get| (42)

DT sector has 4 stations (MB1, MB2, MB3 and MB4). Thus the extrapolation is
running in parallel for the pairs MB1—+MB2, MB1—-MB3, MB1—MB4, MB2—MB3,
MB2—MB4 and MB4—MB3. Extrapolation on the two outer stations (MB3, MB4)
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Figure 4.4: Extrapolation parameters. Left: ¢ and ¢, angles, right: ¢surce,
¢e$trapolated7 ¢ta7‘get7 ¢deviation and the acceptable window.

is running backwards because the muon energy loss at the third station results to a
small bending angle that renders the extrapolation unpredictable.
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Figure 4.5: Deflection of a muon track ¢iarget - @source, for all Muon Station pairs as
a function of the bending angle ¢ source

Due to their bending in ¢ and their direction in 7, muons can cross neighbour
sectors. To cover those cases, the extrapolation unit is running in addition to the
main sector in parallel on the neighbour sectors. Thus each BMTF processor card
runs the algorithm for one detector wedge and its neighbors.
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Figure 4.6: One detector muon wedge (wedge
6) in which trigger primitives are processed
by 6 PHTFs (showing in red dots) in order to
find possible partial muon tracks (arrows).

4.1.2.2 Assembler unit

The algorithm links partial trajectories to create a muon track candidate. The
matching station pairs found by the extrapolation unit are linked together and the
result is assigned by its track address. The track address is a 14-bit word that
encodes the presence of the first or the second acceptable muon track (TS1, TS2) for
each sector. The first two bits of the track address are referring to the first station
and the rest three parts of four bits are referring, to the 2nd, 3rd and 4th stations.

Track Address: 14bits = 2bits (St.1) + 4bits (St.2) + 4bits (St.3) + 4bits (St.4)

If all bits of a track address within a station are high (‘1’), no acceptable muon
candidate exists in that station. The track address of the first station has only two
bits since it carries less information than the outer stations and therefore can get
the hexadecimal values: 0x2 (TS1), 0x1 (T'S2) and 0x0 (Null). The other stations
can get the hexadecimal numbers: Oxa, 0x8, Oxc, 0x2, 0x0, 0x4 (TS1), Oxb, 0x9, 0xd,
0x3, 0x1, 0x5 (T'S2) and Oxf (Null) according to their relative track finder wheel and
sector. The encoding format of the track addresses is given in Table 4.1.
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Reference Wheel Next Wheel
TS1| TS2| Null | TS1|TS2|Null
Left Sector Oxa Oxb Oxf 0x2 | 0x3 Oxf
Reference Sector | (022)0x8 | (0x1)0x9 | (0x3)0xf 0x0 | Ox1 | Oxf
Right Sector Oxc Oxd Oxf Ox4 | 0x5 Oxf

Table 4.1: Track address encoding (hex format). Within the parenthesis the first
station values are shown.

Figure 4.7 shows one PHTF algorithm instance running over 1 sector and its 5
neighbor sectors. Each station is shown as a rectangular which is accompanied by
5 neighbor rectangulars all grouped as MB1, MB2, MB3 and MB4 stations. They
are divided in OWN sectors indicating that belong to the wedge of the own PHTF
algorithm instance, in LEFT indicating the counter-clockwise PHTF and RIGHT
the clockwise PHTF in ¢. Respectively to the right and left division, the sectors
are divided also in OWN and NEXT wheel. OWN wheel indicates PHTF algorithm
instance of the same wheel and NEXT the PHTF instance of the next wheel (higher
value of |Z| coordinate or |n|). The numbers are the address given to muon track
when the muon is identified from the BMTF algorithm.

STATIONS 4 (MB4)
STATIONS 3 (ME3)

STATIONSZ (ME2Z)

STATIONS 1 (MBL)
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SECTORS
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Figure 4.7: A muon that gives the track address 0x2804. This muon leaves signal in
own sector - own wheel - station 1, own sector - own wheel - station 2, own sector
- next wheel - station 3, right sector - next wheel - station 4. In this example the
track segments are exclusively from the TS1.

4.1.2.3 Assignment unit

This unit uses the trigger primitives of triggered muons to assign the physical
parameters to them. First, all trigger primitives of the BMTF are pipelined until the
assembler unit extracts the track address. Then the track addresses are used to select
the trigger primitives that belong to the found muons. The assignment is done using
precalculated values that are stored for specific inputs. These precalculated values
are stored in Look-Up Tables in FPGA memories, and are used to give the transverse
momentum (pr), phi angle (¢) and quality bits to the reconstructed muons. During
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the trigger upgrade phase I the parameter assignment block of the BMTF has been
improved compared to the old DTTF system.

In particular, and contrast to the old system in which the assignment of the pr
was done by using 5-bits (2° = 32 different py values), the BMTF uses 9-bits which
gives a number of 29 = 512 different values. This increment of the dynamic range of
the pr is one of the benefits that the new powerful hardware offers to the system. In
Appendix C, the output definition of all the parameters of the BMTF are presented.

The new assignment algorithm is based on ¢, trigger primitives of the inner
station rather than A¢ between the inner and the outer stations used in the old
algorithm. In order to implement the new assignment algorithm, additional LUTs
and logic (showing with purple color in Figure 4.8) are implemented in the FPGA.
This new algorithm runs in parallel with the old one and gets priority under two
conditions:

1. The track segments are defined as correlated by the DT front-end electronics.
In the BMTF, correlated is a track segment with data quality equal or higher
to 3.

2. The pr output of the old algorithm is smaller than the pr output of the new
algorithm.

b
threshold

LutT
———— ‘ ‘ LutT = | Track pT
inner TS AD — .,

= =4
— O
4T

=

X

—_—
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Figure 4.8: The assignment algorithm. The blocks in blue are parts of the old
algorithm and in purple of the new algorithm. The pz assignment is calculated either
using the ¢ difference between the inner and the outer stations or by the ¢, of the
inner station.

4.1.3 ETA Track Finder

The ETA Track Finder (ETTF) runs over one wedge of the DT barrel. Each of
the 5 sectors of the wedge accommodates 3 ETA stations and each station contains
7 consecutive chamber areas (Figure 4.9). ETTF receives 14-bits per ETA station.
Each pair of bits is assigned to a chamber area as 1 “hit” bit and 1 “quality” bit.
The “hit” bit indicates whether there was a hit in the area and the second one gives
the quality. If all four planes of an n superlayer are hit, the hit bit and the quality
bit are assigned to logical ‘1’. If only three out of four planes are hit, the hit bit
is set to ‘1’ and the quality bit to ‘0’. If fewer than three planes are hit, both are
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assigned to ‘0’. ETTF compares the hit pattern with predefined track patterns.
After matching with predefined track patterns, the ETTF tries to match the n-track
with ¢-tracks found by the PHTF. If the matching is successful, a precise value is
assigned as fine-n. The matching mechanism is performed by categories that occur
from different the track addresses. If the matching fails rough-n value is assigned
to the triggered muon. The ETTF output is pipelined in order to delivered to the
wedge sorter in time with the output of the parameter assignment unit. The WS
can therefore process them as a single entity.

N2 N1 PO

staton#3 | [ [ [P [OTTTTTTATRTTHT]
saton#2 [ [ [ [ [[[JTITITTTETTITETT]
station#t | | [ [ [ [J [ TP PTOQPI0T]

P2

[
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Figure 4.9: In a wedge of the muon chambers a muon hit: the seventh area of the
station 1 in wheel 0, the second area of station 2 and the forth area of station 3 in
wheel 1. N2, N1, PO, P1 and P2 are sectors.

4.1.4 Muon sorter and cancel-out

The muon sorter is the final stage of BMTEF algorithm. Is taking place before
the system serializes the data and transmits them via optical links to puGMT. Data
of all PHTF and ETTF instances are concentrated and assigned to the wedge sorter
as objects having pr, quality bits, ¢, n and track addresses. The unit first finds
any duplicate muons, cancels-out the “ghosts” and then sorts the selected muons
according to their pr. The cancel-out procedure is based on the track addresses of
the muons using the following mechanism: If the track finder of the “own” wheel
station finds a track address that corresponds to the next wheel station and the track
finders of the next wheel station find a track address in its “own” wheel station, that
means that the same muon has been found twice and one of them is a “ghost” muon.
The cancel-out (called also muon ghost-busting) depends on the quality bits and the
muon with the lower quality is canceled. The Table 4.2 shows the track addresses of
the own and next wheel stations that enable the muon cancel-out mechanism.

Left wedge Own wedge Right wedge

TS1 | TS2 TS1 | TS2 TS1 | TS2
Own wheel || 0x2 | 0x3 0x0 | Ox1 0x4 | 0x5
Next wheel | Oxa | 0xb 0x8 | 0x9 Oxc | Oxd

Table 4.2: Cases with two found muons including a ghost muon.

Each track finder searches for 2 muons in 6 PHTFs (as have been explained in
Subsection 4.1.2.1) and thus can find up to 2 x 6=12 muons. The 3 best of the 12
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muon candidates are selected to be sent to the uGMT Trigger system. The primary
muon-sorting criterion is their pr and the secondary their quality as recorded in the
respective bits. The 3 track canditates ranked higher than the rest are kept. The
final muon sorting and “cancel-out” is done in the next trigger system, the uGMT
[4], which rejects duplicate muons between wedges and selects the 4 best muons out
of 36.

4.2 System architecture

The BMTF firmware implemented on a Master Processor virtex-7 (MP7) card
searches for muon tracks within one wedge, running in parallel 6 PHTF algorithms.
As shown in Figure 4.10, each wedge is sharing information with its neighbor wedges.
For instance trigger primitives from sector 2 are shared between wedge 1, 2 and 3,
in order to provide information for muons that cross neighbor wedges. According
to the phase 1 trigger upgrade the data sharing is done by the new sector collector
called, TwinMux. The TwinMux concentrates DT and RPC trigger primitives and
creates the appropriate fan-out to serve the BMTF sharing links |3, 2].

Figure 4.10: The partitioning and data sharing of the BMTF. The design employs
in total 12 processors.
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Figure 4.11: Distribution of input data primitives to the BMTF processor and output
triggered data from the BMTF processor. With blue color the Twinmux cards, with
orange the BMTF and with yellow the uGMT (both MP7s) are shown.

Each BMTF MP7 card is capable to process all information from one muon wedge
and run the corresponding ¢ and 7 track finders. Since the CMS has twelve wedges,
the same number of BMTF MP7 processor cards are used. As shown in Figure
4.11, the BMTF processor number n, receives the data primitives using optical links
(blue color arrows) form wedges n, n-1 and n+1. Subsequently, the BMTF processor
collects the information from three wedges using 30 links running at 10 Gb/s i.e. a
bandwidth of 300 Gb/s. The output of BMTF is sent using one 10-Gb/s link to the
pnGMT.

Figure 4.12: Left: 360 LC optical links are connected to the TwinMux patch panel
carrying muon primitives to 12 BMTF processors (MP7 cards, right). Right: Each
of the 12 trunk cables carries 30 LC links (12x30=360 overall) and is connected to
the input of each of the 12 MP7s.

As shown on the left side of Figure 4.12, 12 MTP trunk cables with 30 LC
channels are connected to the TwinMux patch panel. The total BMTF bandwidth is
12 (cables) x 30 (channels) x 10 Gb/s (data rate) = 3.6 Th/s. On the output the
BMTF uses the same transmission protocol as in the input. One link per processor
sends the BMTF results to uGMT. One additional output link duplicates the output
to the puGMT for redundancy reasons. As can be seen on the right side of Figure

Chapter 4 N. Loukas Page 113



The CMS Barrel Muon Track Finder

4.12, the BMTF uses two yTCA crates that host twelve BMTF processors. It has
been chosen to divide the system into two half-barrel crates which organize these
processors on top and bottom card as shown in Figure 4.13. The split is done due to
the limited available bandwidth provided by the DAQ system (10 Gb/s) and due
the lack of zero suppression! procedure in the BMTF.

910 11

Figure 4.13: The BMTF system is splitted into two crates. The TOP includes the 1,
2, 3, 4, 5, 6 processors and the BOTTOM the 7, 8, 9, 10, 11, 12.

The available DAQ bandwidth is set by the data throughput of the optical links
used by the DAQ hardware in the yTCA crate. This hardware is called AMC13.
Its DAQ link bandwidth is 10.3125 Gb/s, and sends the BMTF data to the trigger
Front End Driver (FEDs) when it receives the L1A signal. Taking into account the
data rate and the 64b66b encoding used by the protocol, the payload (together
with header and trailer) is 8.96 Gb/s. Hence after phase 1 trigger upgrade the
actual DAQ data throughput per yTCA crate is about 8 Gb/s. The event size of
the BMTF system is calculated as:

32 bit x 0 frames x 5 BXs x (10 input + 1 output) x 12 MP7s = 16 KB

The BMTF event size is calculated taking into account the number of I/0 bits
per BX (32 bits x 6 frames), the bunch crossing window (5 BXs), the total number of
I/Os links of the own wedge (10 inputs + 1 output) and the number of the processor
cards (12 MP7s). This event size can be served by splitting the BMTF system in
two crates as explained above. Then one optical link per BMTF crate can cover the
required throughput.

1Zero suppression concerns the DAQ data-flow and is the rejection of non-triggered events.
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The required BMTF bandwidth per BMTF crate is calculated as:
16 KB x 100 KHz | 2 (crates) = 6.4 Gb/s < 8 Gb/s

where the event size is multiplying with the maximum L1A rate (100 KHz). After
the BMTF was installed, the maximum trigger rate was increased to 150 KHz and
the required bandwidth has been increased to 9.6 Gb/s and the optical links were
not enough.

In addition a fixed suppression factor of 107 on selected bunch crossings has
been applied. BMTF applies this suppression on -2, -1, 1 .2 BXs and leave 0 BX
suppressed. The new event size is:

32 bit X 0 fr. x (1+4/107) BXs x (10 input + 1 output) x 12 MP7s = 3.2 KB

Multiplying the event size with the new maximum trigger rate gives a low
required bandwidth:

1.6 KB x 150 KHz | 2 (crates) = 1.92 Gb/s < 8 Gb/s

Which can be served by one DAQ optical link. Nevertheless, the setup was
remained unchanged since it was stable and therefore two optical links are in use for
DAQ.

4.3 Hardware architecture

The BMTF as all the other Level-1 Trigger systems uses the yTCA standard
after detailed studies made at CERN [50, 51]. In particular the BMTF Schroff
MicroTCA .4 crate is used [52]. This is a 9U crate, capable to host 12 double full-size
AMC modules, 4 single-size-power modules [53], 2 MicroTCA Carrier Hub (MCH)
single-size modules and fans whose speed is adjusted via the MCH.

Figure 4.14: The BMTF TOP crate.

The two BMTF crates follow a common scheme (hardware and fiber) for the
interconnections. The top crate is shown in Figure 4.14. On the left side a commercial

NAT-MCH module has been installed [54]. The MCH reads the status of the hardware
sensors and distributes the power to the AMCs. Moreover, it gives access to all
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modules via Ethernet and provides an interface to the user (telnet, web, serial etc).
On the right side of the crate the AMC13 is mounted. This single-size AMC took
its name from the fact that is used as the 13th AMC card exists in all the yTCA
crates at CMS. The AMCI13 provides Timing, Trigger and Control (TTC), Data
Acquisition (DAQ) and Trigger Throttling System (TTS) services to the modules in
the MicroTCA crate for CMS [55]. It occupies the second redundant MCH slot. In
particular, receives and decodes commands from the TTC fiber (the bottom fiber
shown in the AMC13 of the Figure 4.14) and sends the status of the system to the
Trigger Throttle System (TTS) [56]. From the same fiber it distributes the LHC
clock (40.08 MHz) and the Levell-Accept (L1A) on the yTCA CLK1 backplane
line. The AMCI13 uses the other fiber (the top fiber, mounted to the AMC13 of the
Figure 4.14) to establish a connection with a Front-End Driver (FED) using 10.3
Gb/s optical fiber. The AMC13 requests triggered data from the readout buffers of
the on crate AMCs when it gets the L1A from the TCDS. Then it organizes the
data in packets adding headers and footers and sends them to the FEDs.

4.3.1 BMTF processor - MP7

As mentioned in Section 4.2, the BMTF relies on its wedge processors. It uses the
Master Processors virtex7 (MP7s) as it provides a large (XC7VX690TFFG1927-2
part) Virtex-7 FPGA excellent wrapped by hardware components that deal with
[32]:

e 72 1/0s high-speed links (up to 12 Gb/s). MP7 has 6 transmitter and 6 receiver
minipod modules from Avago Technologies, each providing 12 optical links.
Minipods offer a compact and modular solution which allows 36 links from 3
minipods to be connected to one MTP connector mounted in the card’s front
panel. Also minipods give the flexibility to be replaced in case of a malfunction.

e 32-bit Atmel microcontroller (AT32UC3A3) that implement the Intelligent
Platform Management Interface (IPMI) interface. IPMI is a part of uTCA
specification and manages the AMC card powering, status and control.

e Storage of firmware bitfiles using an micro Secure Digital (uSD) card. The
1SD is connected to the on board Atmel microcontroller which receives the
data stream from the FPGA and stores it to the uSD. The firmware bitfiles
are uploaded via Ethernet connection thought the FPGA and the controller to
the uSD.

e DC/DC converters from Linear Technology that use the yTCA power to provide
the power to the FPGA banks, to the minipods as well as to all other card’s
components.

e Clocking circuitry that provides low-jitter clock to the transceiver banks of the
FPGA. The circuitry includes clock generators, jitter cleaner and cross point
switches in order to feed all GTH transceivers with a reference clock (refclk).
The clock source depends on the MP7 configuration and can be either an on
board oscillator or the “LHC” clock provided to the backplane.
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e An ultra-fine-pitch connector with 30 differential pairs to/from the FPGA with
which the processor is able to send LVTTL signals to the TCDS system and
LDVS signals to the legacy Global Trigger in order to be used as external
condition.

The cooling of the FPGA is achieved with a large heat-sink and the yTCA crate’s
fans. The provided power on each AMC slot of the crate is sufficient for the power
consumption of the MP7. The FPGA of the MP7 acts as the master of the card and
controls all its devices. The FPGA is accessed by ethernet connection using one of
its transceivers. The architecture of the XC7VX690TFFG1927-2 FPGA provides
20 transceiver quads from which the 2 uppermost together with the corresponding
blocks of logic (co-called banks) instantiate the readout and the infrastructure logic of
the system. The other 18 quads provide the 72 full-duplex 10 Gb/s data transmission
links and the remaining 70% of the FPGA (18 banks) provides the necessary resources
to implement the BMTF algorithm [31].

Figure 4.15: The XE type MP7 card is used in the BMTF system. 12 minipod optics
(showing on the left side next to the heat exchanger) are connected via multimode
fiber to 4 MTP connectors (front panel).

4.4 BMTF implementation

The BMTF firmware follows a common set of logic blocks used in all trigger
systems that use the MP7 hardware [57]. This framework contains logic blocks
presented in Figure 4.16. The block diagram contains the BMTF ALGO, the readout
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(DAQ) block, the TTC block and the general infrastructure. The BMTF ALGO
corresponds to the track finders that are used to trigger muons candidates. The MP7
set of logic blocks instantiates all the needed interfaces and control the logic of the
system.
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Figure 4.16: Block diagram of the BMTF firmware. The core of the logic is the
BMTF algorithm and wrapped around the set of logic blocks (framework) that
supports the core and implement all needed functions: serializes/deserializes, DAQ
and TCDS interface, control of the system through ethernet (IPbus) and control of
on-board components.

Shown of the left top of Figure 4.16, the general infrastructure which instantiates
an I2C interface to control a Xpoint switch which distributes the low jitter clock
to the transceivers of the FPGA, a SPI interface to enable the optics of the card
(minipods) and read their receiving light power, an I/O array of three state buffers
to export technical trigger signals to a mezzanine card and an IPbus block that
implements an IP-UDP interface between the FPGA and the control PC and provides
the needed infrastructure to control and monitor the design.

The TTC block receives Timing Trigger Control (TTC) comands like
resynchronization, reset and control commands (BGo) from the Trigger Control
and Distribution System (TCDS) [58]. The TTC block delivers the L1A signal to
the readout block of the design. It also reads the status of the DAQ block and
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applies bandwidth throttling when is needed. Finally, it reconstructs the LHC clock
from the serial datastream of the TCDS, procedure that is crucial to keep the design
synchronous with the rest level-1 trigger system.

The DAQ block collects all input and output data of the BMTF processor every
time it gets the L1A signal from the TTC block. It uses a ring architecture with
a daisy chain bus that interconnects the channel buffers with the readout buffer
and tags the data according to corresponding channel and data direction (RX-TX)
(Figure 4.17). The readout logic adds a header and a trailer to the data and sends
the data packet to the AMC13, which finally forward the packets to the Front-End
Driver (FED) with 10.3 Gb/s bandwidth.

The MP7 set of logic blocks includes also the implementation of up to 72 serial
links and supports the asynchronous 10-Gb/s protocol which is described in the
Subsection 4.4.1.1. The set of logic blocks contains also two buffers for each channel,
one per data direction (RX and TX BUF) and 1024 words long that are used with
multiple configurations. The buffers as well as the configuration logic are shown in
the Figure 4.17.
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Figure 4.17: Block diagram of MP7 buffers and their configuration logic: The buffers
(RX BUF, TX BUF) are 1024 long and 32-bits width. A set of multiplexers is
controlled by the configuration and set the buffers in normal, test or DAQ mode. In
normal mode the buffers capture data which pass though. In test mode the buffer
are used to send data to the algorithm or to the optical links. In DAQ mode the
buffers are connected in a daisy chain data flow and collect data to be sent through

the DAQ.

The MP7 buffer circuitry is used in normal operation as well as for testing. As
shown in the upper side of the block diagram the algorithm block receives data from
three different sources which are determined by a multiplexer. First, during normal
operation, it receives data from the input stream, secondly it can get test patterns
from a pattern generator (PATT) and thirdly it can get data from the RX buffer
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that have been injected through IPbus. The third option is used in the evaluation of
the algorithm with muon patterns. The RX buffer also can receive data from the
output stream (lower part of the diagram) which applies a data loopback. In the TX
side, data are sent from three sources as in the RX side: from a pattern generator
machine, from the algorithm output (normal operation) and from the TX buffer.
As it happens in the RX side, data can be injected to the TX buffer as well and
sent to the GTH transceivers. In collision or cosmics run at CMS, both RX and TX
buffets are collecting data from the data stream and are accessed by a daisy chain
configuration in order to send the data to the DAQ block of the MP7 framwork.
The buffer circuitry has been wildly used in the evaluation of the BMTF algorithm,
in the installation and in the commissioning of system at USC55 cavern of CMS.

4.4.1 Serial I/0s

TwinMux applies three different link protocols using the GTH transceivers: To
receive data from DT minicrates, it uses the synchronous protocol at 480 Mb/s with
which it receives 12-bits every 25 ns. To receive RPC links the TwinMux uses the
CERN designed GOL protocol which runs at 1.6 Gb/s. This protocol uses 8b10b
decoding which corresponds to a payload of 1.28 Gb/s and 32 bit at 40 MHz. In
order to avoid link errors because of LHC clock phase uncertainties, the system
applies a data-over-sample technique. In the transmitting side the asynchronous
9.6-Gb/s protocol is used. The logic for this protocol is common in all L1 Trigger
subsystems and is briefly described in the next subsection.

The BMTF uses the same asynchronous 9.6-Gb/s link protocol as well to receive
data from TwinMux and avoid errors due to instabilities in the LHC clock. Also in
the transmitting side BMTF uses the same protocol.

4.4.1.1 Asynchronous Protocol

This protocol is designed based on 10 Gb/s serial links with 8b/10b encoding
[59] which gives a usable bandwidth of 8 Gb/s and a payload of 32 bits at 250 MHz
(Appendix F).

Frames numbers 1 2 3 4 5 6 7 8 9 10 | 11 | 12
240MHz domain (ns) | 4 8 13 | 17 | 21 |25 |29 | 33 | 38 | 42 | 46 | 50

250MHz domain (ns) | 4 8 12 | 16 | 20 | 24 | 28 | 32 | 36 | 40 | 44 | 48

Frames numbers 13 (14 |15 |16 | 17 | 18 |19 | 20| 21 |22 |23 |24 | 25

240MHz domain (ns) | 54 | 58 | 63 | 67 [ 71 | 75 |79 | 83 | 88 |92 | 96 | 100

250MHz domain (ns) | 52 | 56 | 60 | 64 | 68 | 72 | 76 | 80 | 84 | 83 | 92 | 96 | 100

Table 4.3: Time stabs of the two-clock domains in the Asynchonus serial protocol:
250 MHz is the Transceiver clock and 240 MHz the algorithm clock. The last frame
of the 250-MHz clock domain is filled with a comma.

The asynchronous protocol used in the TwinMux - BMTF interconnections as
well as in the BMTF - uGMT, is based on the above commercial protocol with one
additional comma word injected every 25 frames in the 250-MHz clock domain. This
additional frame merges the two different bandwidths (10 Gb/s and 9.6 Gb/s) and
ensures that the unstable LHC clock does not affect the serial link stability. This
mechanism occurs in the crossing of the two domains between the transceiver user
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clock (250 MHz) [60] and the algorithm domain clock (240 MHz). The algorithm
clock is slower than the user clock and both are running in 32-bit buses. As it is
shown in Table 4.3, the time stabs of both domains get the same value (100.0 ns)
after receiving 25 frames of 250 MHz and 24 frames of 240 MHz. On the transmitter
side, the asynchronous protocol adds the extra comma frame in the 250-MHz domain.
In the receiver, the protocol uses the comma to find and correct any phase change
between the two-clock domains. The asynchronous 32-bit bus runs at 240 MHz
giving the payload 7.68 Gb/s and the total bandwidth is 9.6 Gb/s. The link protocol
checks the transmission of the data with a CRC check sum that is calculated over
an LHC orbit. This procedure is executed when TCDS suppresses all triggers in the
orbit gap. After locking the links, the BMTF deserializers convert the pairs of 32-bit
input channels to a sequence of 384 bits and run the BMTF algorithm at 160 MHz.

4.4.2 BMTF Latency

Reducing the latency is one of the most important aspects in the level-1 trigger
upgrade. This Section describes the latency improvement as well as the latency cost
for each one of the logic blocks of the BMTF algorithm before and after the upgrade.

ETA hit pipe | 2% | ETA pipe

Matching Selection

Left wedge ETA Track Finder

/

\ .

Own wedge =/ [E—— Track Address WV 3=Muons
Right wedge . Unit .
— m L -
Track segments PH' Track Finder o
]

240MHz 240MHz = 160MHz (ALGO CLK) 2240MHz

L] Parameter n
. Pipeline Assignment .
L] Unit "

Figure 4.18: The BMTF algorithm blocks, divided in three different clock domains:
The 240-MHz domain where the 10-Gb/s links are implemented, the 40-MHz domain
where the input data are formatted and concentrated and formed and the 160 MHz
where the BMTF algorithm is running.

As explained in the previous section the BMTF algorithm is divided in logic
blocks. The BMTF algorithm is faster than the old DTTF despite the fact that their
main architecture for both legacy and upgraded algorithm is almost the same, as
they use similar algorithm blocks, but they differ in the operation frequencies. The
DTTF algorithm was running with 40-MHz clock while the BMTF takes advantage
of the bigger logic capacity and the higher frequency clocks that the Virtex-7 FPGA
provides for the algorithm (Figure 4.18). BMTF both in receiver and the transmitter
uses 20 at 240-MHz clock cycles (20 x 4.16 ns). The deserializer & synchronization
block run in 1 at 40-MHz clock cycle (1 x 25 ns) and the algorithm core runs in 14
at 160-MHz clock cycles (14 x 6.25 ns). The bunch crossings with the corresponding
clock domains for all algorithm blocks used in the old (DTTF) and the upgraded
(BMTF) design are presented in the Table 4.4.
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DTTF BMTF
Algorithm bx | Clock | Cumula- bx Clock | Cumula-
part domain | tive bx domain | tive bx
Input - - 0 1+2/6| 240MHz | 1+ 2/6
Synchronization | 3 40MHz | 3 1 40MHz | 1+ 2/6
Extrapolation 2 40MHz | 5 2/4 160MHz | 2 + 5/6
Quality Sorter 2 40MHz | 7 unused - 2+5/6
Track Assembler | 9 40MHz | 16 2+1/4 | 160MHz | 5+ 0.5/6
Param. Assign. 2 40MHz | 18 parallel | 160MHz | 5 + 0.5/6
Wedge Sorter 2 40MHz | 20 3/4 160MHz | 5 + 5/6

Table 4.4: Latency budget of the barrel track finder algorithm before (DTTF) and
after (BMTF) the trigger upgrade.

The total latency of the BMTF algorithm has been significantly reduced from 20
bunch crossings, DTTF to 5 + % bunch crossings. The saved 14 BXs -+ % are used
by other subsystems of the trigger chain (like TwinMux) in order to give the needed
time to generate the super-primitives as described in the Section 3.1.2. Finally, the
BMTF design compared to the DTTF has been optimized developing a more parallel
architecture. This was realized thanks to the large FPGA of the MP7 card used in
the BMTF.

DTTF BMTF
Stage bx | Cumulative bx Cumulative
BXs BXs
RX block 5 ) 2 2
Sync with CSC 1 6 not used 2
[ Algorithm 20 |26 [5+5/6 [ 7+5/6
Global Muon Sorter | 4 | 30 Moved to puGMT | 7+ 5/6
TX block 1 31 2+ 3/6 10 +2/6
Cable to GMT 2 33 24+ 4/6 13

Table 4.5: Total latency of the BMTF and DTTF. Measured from the input receiver
of the BMTF to the input receiver of the puGMT.

Furthermore the latency in the new system of the logic that receives and transmits
the data to the input and from the output of the algorithm has been reduced. Table
4.5 shows that the receiver block of the DTTF needs 6 bunch crossings but the same
block of BMTF only 1. In addition DTTF needs 26 bunch crossings to sort the
output of the algorithm and send it to the uGMT input while BMTF needs 7 + g
(the muon sorting has been moved to the uGMT).

As can be deduced from the above, BMTF is almost three times faster than the old
DTTF. Considering that in the upgraded system the Global Moun Sorter algorithm
part is running in the uGMT, the BMTF needs totally 13 bunch crossings to
deserialize the input data stream, to find the best 3 muon tracks within one wedge
of the barrel area of CMS, to assign their parameters (pr, ¢, 1, quality bits and
track addresses), serialize the output and send the results to the micro Global Muon
Trigger.
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4.4.3 Firmware optimization

The first version of the BMTF
firmware was running using the
40-MHz clock. The firmware was poveclirh C 1Y
optimized to run wusing 160-MHz '
frequency clock. The wedge sorter
block has been rewritten from scratch
(Appendix E, Section E.3) fact
which trimmed timing issue in the
implementation.  After solving all
timing issues the design was able to
run at 160-MHz clock and the latency
of the algorithm is reduced from 20
bunch crossings to 5. Moreover the
logic of the FPGA was divided to
blocks which help design constrains
to be applied. In Figure 4.19, the
yellow block has the input transceiver
quads with the additional logic to
implement the alignment procedure,
the cross domain to implement the
asynchronous protocol and the RX
channel buffers to capture or inject
data. The green block is one additional
quad that contains the same logic
as the input, but is used as output.
The red block has all the algorithm
logic. The light blue the readout logic
that implements a daisy chain bus, a
readout buffer and the logic to make packets to be sent to the DAQ when a L1A
arrives.

BMTF

Figure 4.19: Implementation of the
in the FPGA die.

Resource | Utilization | Available | Utilization %
LUT 142155 433200 32.8

LUTRAM | 12453 174200 7.1

FF 102268 866400 11.8

BRAM 501 1470 34.1

10 129 600 21.5

GT 42 80 52.5

BUFG 8 32 25.0

MMCM 3 20 15.0

Table 4.6: Post implementation report of the FPGA used resources

The purple block is the top level of the logic and contains the general infrastructure
of the system (IPbus, SPI, MMCMSs, I/O and control logic). In the final version of
the BMTF, the unused quads are not instantiated fact that saves power and resources
consumption. As shown in Table 4.6, approximately % of the FPGA resources are
used, a fact that allows for future expansion.
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4.4.4 Latency improvements

After installation and during commissioning, the latency of BMTF changed
several times in order to reduce the processing time and deliver muon candidates
to uGMT on time. Moreover, the latency reduction, has increased the available
processing time for potential future BMTF algorithm improvements as well as for
improvements in the TwinMux or pGMT systems.

Firmware 3 BX 18 BX 2 BX 3 BX
version Rx A L G O w T C
70990040 Total 25 BXs
Firmware | 3 BX 11 BX 2BX | 3BX
version Bx [|A L G O W T C
91200080 Total 19 BXs
Firmware | 2 BX 8 BX 2BX| 3BX
version Rx AL GO |W T C
92370120 Total 15 BXs
Firmware | 2 BX 7 BX 2BX | 3BX
version Rx AL GO [w T C
92380120 Total 14 BXs
Firmware | 2BX 6 BX 2BX| 3BX
version| Rx| A L G ow| ™| c
92380160 Total 13 Bxs

Figure 4.20: The latency of five BMTF firmware versions. Bx: Bunch crossing time
(25 ns). Rx: Receiver (deserializer) block, ALGO: Algorithm block, W: Wedge sorter
block, Tx: Transmitter (serializer) block, C: delay due to cable length from the
output of BMTF to the input of uGMT. The last three digits of the firmware version
indicate the clock frequency in MHz used in the BMTF algorithm.

The BMTF firmware controls the Phase-Locked Loop (PLL) circuit and can
generate frequencies (multiples of 40 MHz) used in the algorithm block. Higher clock
frequency reduces the processing time of the algorithm but, eventually generates
timing errors. A timing error is issued when a signal needs more time to travel from a
source flip-flop to a destination flip-flop than a limit, set by the clock of the flip-flops.
The required time is defined by the period of the clock. For instance a 80-MHz clock
has 12.5 ns period available processing time. Figure 4.20 shows the latency given in
bunch crossings (BX) for five firmware versions. The last three digits of the firmware
version indicate the clock frequency in MHz used in the BMTF algorithm. The first
upgrade (80 MHz) didn’t introduce timing errors. The second upgrade (120 MHz)
required a slightly different architecture. Parts of the design, like the wedge-sorter
block, were rewritten from scratch and flip-flops were replaced. The third upgrade
uses the same clock as in the previous but the logic was farther optimized by removing
a few unnecessary latches. Finally, the last upgrade provided timing errors between
the output of the algorithm and the input of the serializer block. The algorithm’s
clock domain uses 160 MHz instead of 120 MHz and serializer’s domain uses 240
MHz.
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Figure 4.21: Phase difference between clock domains

All clocks in BMTF are generated using the same PLL and thus having known
phase differences. In firmware version 92380120 data are safely crossing from
120-MHz to 240-MHz clock domains because the minimum required time for the
signals to cross these domains is a period of the 240-MHz clock (4.167 ns). But as
shown in Figure 4.21, when the data must cross from 160-MHz to 240-MHz clock
domains, the minimum required time is half of the 240-MHz clock period (2.083 ns)
and the serializer is not designed to meet this requirement.

less than 2.0 ns
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Figure 4.22: 160-MHz to 240-MHz bridge. Constrain force implementation tool to
place the flip-flops close to each other.

In order to reduce the time delay between 160-MHz and 240-MHz clock domains,
a constraint was applied. In the last firmware version a timing constraint is used
to force the flips-flops of the 160 MHz - 240 MHz in the bridge (Figure 4.22) to be
placed in space close enough in order to make 2.0 ns a sufficient time for the signals
to cross the flip-flops.
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4.5 Future improvements

This section presents some ideas of further improvements of the BMTF without
introducing any change in the algorithm architecture. Those suggestions are listed
below and grouped in certain tasks:

1. VHDL structure: Some parts of the code have been taken from the old
DTTF system and have been reused in the BMTF. Many blocks of such code
have been rewritten in order to get full advantage of Virtex-7 resources but
there are blocks that they are not optimal for 7-series Xilinx FPGAs. Improving
the structure will give the possibility to spot small code bugs that have never
been observed before and to increase the algorithms clock from 160 MHz to
240 MHz. The latter should reduce the latency at least by one bunch-crossing
time.

2. Latency reduction: The synchronization block (Figure 4.18) is running at
40-MHz clock domain. Modifying this block will reduce the latency by 5/6 of
a bunch crossing.

3. System architecture: The BMTF trigger could be running on 6 instead of
12 MP7s. In this case each card will run the algorithm for two wedges instead
of one. This is possible because the resources used to run the algorithm in
the current FPGA do not exceed the 1/3 of the available. The used links are
30 out of 72 available. With this change, the system will be duplicated and a
second identical system will be available to replace the main, in case it fails.

4. System redundancy: As described in the end of Section 4.2, after suppressing
the data of bunch crossings 2, 1, -1 and -2, the BMTF splitting into two crates
is no longer needed. That’s because one DAQ optical link can serve the whole
system. Putting 6 MP7s in one crate will leave the second with the other 6
MPT7s as a fallback crate ready to operate. The second crate can replace the
main one in case of any type of malfunction. This action requires “VHDL
structure” task to be completed first. The fallback crate will be ready to run
the BMTF system after a simple intervention where the MTP trunk cables of
the main crate will be disconnected from the main crate and connected to the
fallback crate.

5. System reliability: The most reliable system is the one that never needs
to reboot. As will be described in Section 5.3, during BMTF commissioning,
corrupt data were observed. The cause was a random phase shift of the
system clock (also called LHC clock) that happens when CMS running mode is
switched from cosmics to collisions. The FPGA memories of Virtex-7 are not
made to tolerate this clock distortion and the stored data can get corrupted. As
a workaround to this problem, the memories are reloaded each time CMS starts
a new run. Since Read Only Memories (ROM) are implemented in the BMTF
firmware, the whole firmware is reloaded to the MP7s and the system is starts
over on every run. Hence, the uptime of the BMTF is short and this prevents
a continuous monitoring. To address this issue, instead of ROM memories,
Random Access Memories (RAM) can be implemented in the BMTF firmware.
This change will give the possibility to rewrite the BMTF memories instead

Page 126 N. Loukas Chapter 4



The CMS Barrel Muon Track Finder

of uploading the firmware which starts the system from scratch and resets its
uptime. The most straightforward way to implement such memories on MP7
“like” firmware is to add a bridge logic with IPbus interface to RAM memories
and upload data from the CMS database on each CMS startup.

6. Utilization reduction: This VHDL design still contains memories which
were used initially for testing proposes. Since BMTF algorithm is integrated
with MP7 design, those memories are unnecessary and can be removed. Also
task 1 can potentially decrease the FPGA utilization.

7. pr dynamic range: As presented in Appendix C, the pr is expressed by
9-bits and a 0.5 GeV precision. Table C.1 shows that in the output of the
system there are unused bits (NC). Two of these bits could increase the pr
word from 9 to 11-bits. This would increase the dynamic range from 512 to
2048 with a new step of 125 MeV, resulting in the increase of the required
space for the corresponding LUTs. The Virtex-7 FPGA used in the BMTF
has the extra memory to support the larger LUTs. The output-bit allocation
can remain as is. pr bits 0 to 8 of 0, 2 and 4 words can be used for the most
significant 9 bits of the new pr and bits 2 to 3 of 1, 3 and 5 words can be used
for the least significant 2 bits. No change is needed in the readout part except
from unpacking. This upgrade does not necessarily require any change in the
pwGMT trigger because the dynamic range of the 9 most significant bits gives
the current dynamic range.

8. Easier maintenance: To maintain a VHDL design it helps to make it more
parametrizable and use “generates” in code can be an good option. This will
reduce the total number of code lines and will make the design easier to be
understood and more configurable.

9. Commissioning of a new algorithm: Since only 1/3 of the FPGA resources
are used, the user can implement a second algorithm in the same FPGA and
run it in parallel with the BMTF algorithm. While the BMTF runs normally
in CMS, the new algorithm can run off-line. Then one additional DAQ channel
can be used with the new algorithm in order to send L1A triggered events to
the DAQ. In addition, the system can be build flexible enough to switch the
trigger decision from the BMTF to the new algorithm. On this way efficiency
and trigger rate can be compared between the two algorithms.

All above tasks require task 1 to be completed first.
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Chapter 5

Validation and Commissioning of the
BMTEF system

The upgraded BMTF has been exhaustively tested in the laboratory before being
installed in the CMS USC55 cavern. After the installation, great effort took place
underground to commission the system and solve many problems that occur in the
hardware, software and firmware. The BMTF was fully operational before LHC
started colliding proton bunches in 2016 and the magnet of CMS reached the nominal
magnitude of 4 Tesla. BMTF hardware output agrees with the results taken from a
software emulator of the BMTF at the level of 98%.

5.1 Validation of a BMTF slice in the Laboratory

& AN 'lHHI il il II il ll i

As described in Chapter 4, each
BMTTF processor searches for muon tracks
within a wedge of CMS and therefor
all processors run the same algorithm,
implemented in a MP7 board. As
mentioned in the same Chapter every
BMTF card receives data primitives
from the TwinMux system and sends
the results to the yGMT system which
is implemented in a second MP7 card.
BMTF system is modular. Only one slice
of BMTF algorithm can validate its good
performance. As described in 4.1.2, slice
of algorithm is the PHI Track Finder

- Al (PHTF). The PHTF was tested in the
Figure 5.1: BMTF test- stand laboratory with primitive patterns. Figure
5.1 shows the setup of the validation test.
A TwinMux is used to send all twelve inputs to PHTF; one MP7 runs the BMTF
firmware and a second MP7 is used to replace uGMT, capture the data and send
them for analysis. On the top of the Figure two patch panels are shown. The upper
connects the twelve output fibers of the TwinMux with equal number of BMTF
input fibers and the lower connects the output fiber of BMTF with the input fiber
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of uGMT. All cards are synchronized and receive TTC commands from the AMC13
card which also provides a common clock.

5.1.1 Algorithm validation with injected muon patterns

The PHTF was tested using artificial muon candidates. Raw data with single
muons were generated using the CMS Monte Carlo simulation software. This Monte
Carlo data was injected to the output buffers of the TwinMux hardware. The
TwinMux sent the muon patterns to the BMTF and the results are sent to the
pGMT-MP7. Finally, software was used to read the input buffers of the yGMT
and the results were compared with the results from a bit-to-bit emulation of the
BMTEF. Statistical samples from Monte Carlo events are used to check for eventual
discrepancies and to show the performance of the algorithm.

Figure 5.2 shows the normalized difference of the muon parameter coming from
the hardware output minus the output of the emulator pr, ¢ and in quality bits.

20,000 muon candidates, are used generated with flat pr range, from 6 GeV up to 1
TeV.
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Figure 5.2: Histograms of hardware algorithm output compared with emulator output
(pr, ¢, quality bits and track addresses). Magnitude: W, where X: pr, ¢,
Quality bits, Track Address

39 LUT discrepancies found in pr, 68 in ¢, 196 in quality bit and 245 in the
track addresses out of 20,000 events. The result proves that the hardware and the
emulator are in good agreement and the algorithm of the old DTTF algorithm has
been successfully implemented to the new BMTF framework [2].
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The plot in the left-hand-side of Figure 5.3 shows that the pr difference as a
function of emulator pr is mostly stable at zero, except of a few points, demonstrating
the very good agreement between the emulator and the MP7 firmware. The
right-hand-side of Figure 5.3 shows that the ¢ difference as a function of emulator ¢
is mostly stable at zero, except very few cases most of which have small ¢ difference.
The small number of discrepancies shown in both plots were fixed after installation
stage (Subsections 5.4.1 and 5.4.2).
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Figure 5.3: Hardware resolution, versus emulator pr and ¢ histograms.

5.2 Validation of a BMTF slice in USC55 cavern

During the last quarter of 2015 a part
(slice) of the BMTF trigger was installed (rack
S1D03) in USC5H5 cavern at CMS. Figure 5.4
shows the BMTF processor and the patch panel
connecting the output links of 6 TwinMuxs with
the input links of the BMTF processor. The
processor was receiving data from the sectors
9, 10, 11 of the wheels -2, -1. The results of the
BMTF were successfully sent to the uGMT.

The BMTF slice was running in parallel
with the DTTF in order to compare the trigger
rate of the two systems. The trigger rate of
the BMTF was extracted form the MP7 to a
Low Voltage Differential Signal (LVDS) via a
mezzanine card. The signal was connected .
to the old Global Trigger (GT) which was & _
generating a technical trigger each time the e -
BMTTF slice found a muon. On one hand the ' e
technical trigger bit 22 was observed in the h
online monitor of the Global Trigger (Figure . ] g .
5.5) and on the other hand the equivale(nt PHI Figure 5.4: BMTF slice in USC55
Track Finders (PHTFs) of the DTTF system were recorded via the Data Quality
Monitoring software (Figure 5.6).

r—
-

Patch pane
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The plot of the technical bit referring to the BMTF slice, was compared with the
sum of the trigger rates of the corresponding PHTFs. The sum was driven by the
fact that in the upgraded system, one BMTF card hosts six PHTF blocks and in
this slice test the BMTF was connected only to wheels N1 and N2 of sector 10.

L1Summary Technical Trigger Rates.
: Run = 262548, Bit = 22
1 - " i
WA A W P S M pend Bl 1 | " ."-.'=..""f-r-_.,‘..-"-;'“v{"'='_","-.'-. A
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Figure 5.5: BMTF-slice trigger rate during the CMS run 262548
The plot of the output_tr1 on wedge 10 -- negative side
technical bit (Figure e
. X —  PHTF NO
5.5) used to monitor < s
2 =

the rate of the BMTF E 5 —  PHTEN2

slice under the CMS
cosmics run 262548.
As it is shown in
the vertical axis, the
mean rate is about
10 Hz. Figure 5.6
shows the trigger rate
of the -2, -1, -0
PHTFs of the DTTF.
The mean value of
the trigger rate of
-2 wheel (blue color)
PHTF is about 6 Hz
and of one of -1 wheel
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Figure 5.6: DTTF trigger rates of sector 10, positive wheels,
PHTFs during the CMS run 262548

(green color) PHTF is about 5 Hz. The sum of the -2 and -1 PHTF is approximately
11 Hz which is a little higher than the BMTF rate.
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The 1 Hz trigger rate difference is reasonable because, unlike BMTF, the DTTF
was receiving data also from the endcaps of the CMS (CSC data), a fact which under
cosmics rays, slightly increases the muon rate. This test proved that BMTF was
triggering with an expected rate and was ready to be integrated with Level 1 Trigger
system and tested farther on commissioning stage.

5.3 Installation and Commissioning of the system

On January of 2016 the old sector collector (SC) in CMS was replaced by the
TwinMux system. DTTF was no longer receiving inputs from the SC and therefor
stopped working. One additional crate and all the twelve processors were installed
to BMTF in order to be fully operational. In total, 360 optical links were connected
to the TwinMux output patch panel in order to establish the TwinMux - BMTF
data transmissions |6]. Moreover, 12 optical cables used for the BMTF to nGMT
connections [61]. In the rear side of BMTF crate (5.9 middle) a power supply was
installed to feed 8 power modules (4 to the upper and 4 to the bottom) for both
BMTF crates.

Figure 5.7: The BMTF system installed in CMS. Left: BMTF and DTTF systems.
Middle: Rear side of BMTF crates. Right: Front side of BMTF crates.

Figure 5.9 left, shows both DTTF and BMTF configurations in the USC55 cavern
and Figure 5.9 right, the view of BMTF after the installation was completed. During
commissioning few communication problems were found in the 372 optical links.
Faulty minipod optics broken cable were fixed.
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Figure 5.8 shows the histogram of pr values for every wedge processor taken
from BMTF during the commissioning. The fifth and the twelfth card were giving
pr values lower than 3 GeV. Those values were not expected since as explained in
Section 4.1.2.3, the physical values in the output of the BMTF algorithm are assigned
by LUTs (memory components called BRAMs) and the lower values written in those
LUTs is 3 GeV. The firmware to emulator comparisons (Figure 5.9 left side) shows
the impact of this symptom in the py.
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Figure 5.8: py per wedge processor histogram

It turned out that the cause of this symptom was a hardware issue in the FPGA
BRAMs which was triggered by any phase change of the BRAM clock. The clock of
the Level-1 Trigger systems is changing from local (CMS clock) to global (LHC clock)
every time CMS is prepared for collisions and is reverted when the proton (or heavy
ion) beam is dumped. It was decided, as a permanent solution, to automatically
upload the firmware to the FPGAs of the BMTF cards each time the system is
configured. This ensures that the effect of the change of the clock phase to the
hardware LUTs is removed by the uploading of the firmware as this also reconfigures
that BRAMs of the FPGA. After this solution was applied the comparisons of the
emulator pr versus the hardware pr was satisfactory (Figure 5.9 right side).
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Figure 5.9: Fixing pr corruption. On the left-hand-side plot the effect of corrupted
data is shown. On the right-hand-side plot the symptom is gone.
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5.4 Validation of the BMTF system after the
commissioning

BMTF has been reviewed many times after the commissioning and many
firmware problems and mistakes have been fixed. Input and output data of the
BMTF are collected through the DAQ system. The inputs are used to feed a
bit-to-bit emulator of the BMTF algorithm. The results of both BMTF system
(data) and emulator where compared and presented in histograms.

5.4.1 BMTF Data/emulator comparisons using cosmic run

Table 5.1 presents the discrepancies of the BMTF output versus corresponding
outputs of the emulator, for CMS runs taken using cosmic radiation. The agreement
of the hardware system with the emulator is defined as a successful bit to bit
comparison between the parameters of the hardware outputs with those of the
emulator outputs. The agreement for the BMTF is over 95% which indicates that
the system works as expected when is triggered in cosmic radiation runs (cosmics run).

RUN: 281214 Number of | Number of Agreement %
Total muons 7186 | Mismatches | Mismatches/Total

Number of muons 0 0 100.0%

pr 3 0.000417478 99.96%

0] 297 0.0413304 95.87%

n 158 0.0219872 97.80%
Quality bits 4 0.000556638 99.94%
Track addresses 10 0.00139159 99.86%

Table 5.1: BMTF versus Emulator comarisons in cosmics run

The histograms presented in the Figure 5.10 show the comparisons of pr, ¢, n
outputs of the BMTF system and the corresponding emulator parameters for 281214
cosmics run. The lower plots of the same Figure shows the data histogram (in black
color) and the emulator histogram (in red color). The left side presents pr results,
the middle presents ¢ results and the right side presents n results.
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Figure 5.10: Muon properties in cosmics run. On the top histograms the vertical
axis give the emulator parameters and the horizontal axis the hardware while on the
bottom histograms the black is the hardware and the red the emulator values. Form
the left to the right the corresponding histograms of pr, ¢ and n are shown.

5.4.2 BMTF Data/emulator comparisons using pp collisions

As presented in table 5.2 the number of mismatches of the BMTF system,
as compared with the BMTF emulator, is lower than 5% indicating a very good
agreement between the hardware and the emulator. The data were taken from
proton-proton collisions run 274094.

RUN: 274094 Number of | Number of Agreement %
Total muons 1512 | Mismatches | Mismatches/Total

Number of muons 15 0.0131694 98.68%

pr 2 0.00132275 99.87%
Phi 63 0.0416667 95.83%
Eta 5 0.00330688 99.67%
Quality 10 0.00661376 99.34%
Track addresses 11 0.00727513 99.27%

Table 5.2: BMTF versus Emulator comarisons in pp collisions run

In Figure 5.11 the histograms of pr, ¢, n from collisions run 274094 are presented.
The number of found muon candidates by the emulator versus those found by the
BMTF system are presented in Figure 5.12. There are 15 mismatches out of 13612
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which give agreement about 99.89%. The mismatches are not far away from the
diagonal of the plot.
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Figure 5.11: Muon properties in a p-p collision run. On the top histograms the
vertical axis give the emulator parameters and the horizontal axis the hardware while
on the bottom histograms the black is the hardware and the red the emulator values.
Form the left to the right the corresponding histograms of py, ¢ and n are shown.

The remaining 0.1% discrepancies are due to known problems found in the
ghost-busting (Subsection 4.1.4) VHDL block which has been fixed.
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Figure 5.12: Number of muons found in the emulator versus BMTF system
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5.5 Muon trigger performance

The barrel muon trigger upgrade of CMS Levell-Trigger took in place during the
annual shutdown of LHC, the first quarter of 2016. As presented on this chapter
BMTF successfully implemented and improved the algorithm was running in DTTF
until the end of 2015. BMTF was fully commissioned before stable beams with p-p
collisions delivered to CMS for 2016. The system run smoothly for 2016 and 2017
and data were collected to study the performance of the new muon trigger system.

5.5.1 Performance of muon trigger the 2016

The study of the muon trigger performance [4, 5| shows the efficiency of the muon
trigger at a Level-1 transverse momentum cut of 22 GeV. On the left-hand-side of
Figure 5.13, the pr efficiency and on the right-hand-side the 7 efficiency are shown.
As explained in chapter 4, the BMTF finds muon candidates within pseudorapidity
In| <0.83, as shown in the central region of the rapidity plot of Figure 5.13b.
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Figure 5.13: L1 muon trigger performance

The plots of Figure 5.13, have been made using the tag and probe method [62]
on a dataset collected with a single-muon trigger. The tag muons are defined as
reconstructed muons with 0< |n| <2.4, pr >27 GeV and isolation <0.15 while the
probe reconstructed muons as muons with 0< |7| <2.4 and isolation <0.15.

5.5.2 Performance of muon trigger the 2017 and comparison
with the legacy (2015) system
The muon trigger upgrade was completed in 2017, with the addition of combined

DT+RPC trigger primitives from the TwinMux system in the barrel region, and
RPC primitives from CPPF in the endcap. The upgraded system reduced the trigger
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rate by a factor of two with respect to the legacy system, and slightly increased the
overall trigger efficiency [63, 64].

Similarly to 2016 studies, Tag and probe selection for efficiency measurement was
performed using single muon dataset with two offline reconstructed muons from 2017
data while detector conditions were certified as good. The tag muons are defined
as reconstructed muons with 0 < |n| < 2.4, pr > 30 GeV, relative isolation < 0.15
and passing single muon isolated high-level trigger with dR(HLT, offline) < 0.3. The
probe reconstructed muons were taken as muons with 0 < || < 2.4, isolation < 0.15
and dR(tag, probe) > 0.5.

5.5.2.1 pr efficiency for BMTF (tight L1 quality)

The efficiency versus pr for the barrel track finder (including high-p7 muons) is
shown in Figure 5.14. This plot shows the efficiency for the most common single
muon trigger threshold (25 GeV) used in CMS analyses in 2017.
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Figure 5.14: BMTF efficiency versus pr.
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5.5.2.2 BMTF and DTTF muon efficiencies

The following two plots compare the L1-Trigger muon efficiency of the upgraded
barrel muon trigger (BMTF) with the legacy (DTTF). Figure 5.15 shows the
efficiency versus pr and Figure 5.16 the efficiency versus  where BMTF is within
In| <0.8 limits. Reconstructed muons are defined with 0< |n| <2.4 and 25 GeV
threshold. The plots show similar trigger efficiency between the upgrade and legacy
systems across the entire 1 range.
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Figure 5.15: Barrel (BMTF) and legacy (DTTF) single Muon efficiency versus pr.
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Figure 5.16: Barrel (BMTF) and legacy (DTTF) single Muon efficiency versus 7.
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5.5.2.3 BMTF and DTTF muon rates

The following two plots compare the muon trigger rates of the upgraded barrel
muon trigger (BMTF) with the legacy (DTTF). Figure 5.17 shows the number of
muons passing various pr thresholds, built by the barrel muon track finder (BMTF)
in the upgraded L1 muon trigger (2017), and compared with the emulated legacy
trigger (2015), in arbitrary units. Figure 5.18 shows the distribution of muons per
unit 7 passing a pr threshold of 25 GeV, built by the BMTF in the upgraded L1
muon trigger (2017), and compared with the emulated legacy trigger (2015), in
arbitrary units. As shown in plot of Figure 5.18, BMTF rate is about 40% lower
than DTTF. Considering the rate deduction and the similar efficiency performance
for the upgraded and legacy systems, it is concluded that BMTF is an improved
system compared to DTTF.
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Figure 5.17: Barrel (BMTF) and legacy (DTTF) single Muon efficiency versus pr.
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Figure 5.18: Barrel (BMTF) and legacy (DTTF) single Muon efficiency versus 7.
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Chapter 6

Control and Monitoring

As presented in chapter 3, the Level-1 Trigger is composed of a set of trigger
processors and other general purpose boards, in yTCA format, interconnected by
high-bandwidth serial links. Every trigger sub-system (like BMTF) is controlled
and monitored using the online software through a framework called SoftWare for
Automating the conTrol of Common Hardware (SWATCH). SWATCH provides
a set of interfaces for controlling and monitoring the hardware of the upgraded
Level-1 trigger system, following the common processor and the system models.
The SWATCH provides a Graphical User Interface (GUI) cell to access the Level-1
sub-systems. The user using BMTF-SWATCH cell (top level in Figure 6.1) accesses
all the AMC cards of the two crates of the BMTF system (12 MP7s, 2 MCHs and 2
AMC13s). The SWATCH cell provides configuration commands, status commands,
monitoring flags and metrics plots to the user. With these commands the user
can write or read registers or memories implemented in the firmware of the BMTF
and AMC13 cards. The control/status registers as well as the monitoring block
implemented in the firmware are presented in this chapter [65].
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6.1 BMTF Control

The BMTF firmware follows the common MP7 framework controlled by the
SWATCH. The firmware controls basic functions of BMTF system like: reset, align
input links, masking channels and configure readout. Moreover, the system includes
registers handled by the algorithm block. The values are loaded to the registers from
a database every time a new run is started. Table 6.1, contains a list of control
registers, their data width, the access permissions and a short description of its use.

Name Bits | Mode | Description

Deserializer phase 3 R/W Choose which phase of the six 240MHz domains to start decoding from
Mask Wheel N2 24 R/W Masking input primitive of wheel -2 in station level

Mask Wheel N1 24 R/W Masking input primitive of wheel -1 in station level

Mask Wheel 0 24 R/W Masking input primitive of wheel 0 in station level

Mask Wheel P1 24 R/W Masking input primitive of wheel +1 in station level

Mask Wheel P2 24 R/W Masking input primitive of wheel +2 in station level

Overall quality cut | 3 R/W It applies a threshold to all quality bits of the input primitives

DT quality cut 3 R/W It applies a threshold to the DT quality bits of the input primitives
RPC quality cut 3 R/W It applies a threshold to the RPC quality bits of the input primitives
ETA odd reg. 1 R/W Defines the eta stations orientation of the wheel 0 (right or left handed)
Open LUTs 1 R/W Bypass the extrapolation LUTs to accept all the extrapolations

Disable new algo 1 R/W Disables additional implemented algorithm (4.1.2.3 paragraph)

Manual sorting 12 R/W Bypass muon sorting and choose a manual output order

Table 6.1: BMTF - algorithm control registers

Mask wheel N2, N1, 0, P1 and P2 registers apply masking to the inputs of BMTF
algorithms in a station level. During cosmics runs all inputs stay unmasked because
cosmic rays give low trigger rate (about 100 Hz) and the system collects information
only for testing. During collisions the first station (MB1) of wheels £2 in all wedges
are masked. This masking reduces the muons found twice (ghost muons) from BMTF
and OMTF sub-systems. As shown in Figure 6.2, MB1 of wheel +2 is totally covered
by the OMTF subsystem and therefore it is not included to the BMTF system. The
station is excluded from BMTF during collisions.

BMTF OMTF
n 01 02 03 04 05 06 07 08 08 10 11
6° 843 786° T731° 67.7° 62.5° 57.5° 52.8° 484° 44 .3° 40.4° 36.8° n

R (m)

Wheel 0

d41IN3

A 1.1 207
18.8"
17.0°

RB1

Figure 6.2: BMTF 1st stations of wheels |2| are masked during collisions.

15.4°

The ETA chambers of wheel 0, have different orientation for odd and even
numbers of wedges [66]. In case of wrong definition, the 7 track finder, indicates
tracks with revered n values. To compensate that, and since in all processors use the
same algorithm, a register on each algorithm defines the orientation of the n registers
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in wheel 0. This ETA odd register value is part of the configuration of BMTF card
and is loaded from a database.

Under normal running conditions of the BMTF system, all configuration registers
except from ETA odd, Mask and ETA control take the default values (zeros). The
default values ensure no quality threshold, for the inputs and normal sorting of the
found muon tracks. The additional ¢ algorithm described in the Section 4.1.2.3,
is enabled by default, but it can be disable, if requested, by the Disable new algo
register. The Deserializer phase register select one of the six phases of the LHC
clock (40 MHz), used by the logic to deserialize the input data frames, running in
240-MHz domain (six times higher than the LHC clock). Finally, open LUT register
is able to bypass the extrapolation logic of the algorithm and forces it to accept all
tracks.

6.2 BMTF monitoring

BMTF sub-system contains monitoring blocks, i.e. simple up-counters,
implemented to increase the register values when a signal is true. The signals
are driven by input block of the algorithm, by output block of the PHTFs and by
the output of the Wedge Sorter. Table 6.2 shows the status register which is accessed
by the online software which uses them to issue warning or error flags in case of
higher-than-a-threshold value. The Sample trigger rate of the monitoring blocks is
controlled by the Sample rate register. A value of 100 correspondents to 40 MHz.

Register Register name | Vector | Bits | Mode | Description
Sample rate 1 12 R/W Defines the sampling rate in the monitoring counters
pr threshold 1 9 R/W Applies threshold between hi and low pp muons counters
DT rate 20 24 RO DT input data rate per stations (1,2,3,4)
and wheel (-2,-1,0,+1,+2)
DT corr 20 24 RO DT correlation input data rate per stations (1,2,3,4)
and wheel (-2,-1,0,+1,+2)
RPC rate 20 24 RO RPC input data rate per stations (1,2,3,4)
and wheel (-2,-1,0,+1,+2)
PHTF Q rate 84 24 RO Sector output data rate by quality bits (1,2,3,4,5,6,7) per
muon (1st,2nd) as well as per wheel (-2,-1,-0,4-0,+1,+2)
PHTF pr rate 24 24 RO Sector output data rate by ppr per muon (1st,2nd)
as well as per wheel (-2,-1,-0,4-0,4+1,+2)
ETTF rate 12 24 RO ETA Sector output data rate per muon (1st,2nd)
as well as per wheel (-2,-1,-0,4-0,+1,+2)
WS Q rate 21 24 RO Wedge sorter data by quality rate per muon (1st,2nd,3rd)
as well as per wheel (-2,-1,-0,4-0,4+1,+2)
WS pr rate 6 24 RO Wedge sorter data muon (1st,2nd,3rd) per pr threshold
(hi,low)

Table 6.2: BMTF-algorithm status registers

The BMTF uses the status registers listed in Table 6.2. Registers: DT rate,
DT corr and RPC rate indicate the rate of Trigger Primitives (TP) at the input of
the BTMF processor card for every station. DT rate is a vector of registers that
indicates the rate of DT data. Respectively to this vector, DT corr gives the rate
of DT correlated data and RPC rate of RPC data. Two vectors of PHTF' status
registers give the track finder rate of the PHTF algorithm. The PHTF () sorts by
quality bits and PHTF pr by high and low py. The threshold between the high and
the low pr is defined by pr threshold register. The vector of registers: ETTF rate
give the n track finder rate on every wheel: two muons on each wheel. WS @ rate
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is a register vector that gives the output trigger rate of the first, second and third
muon candidates of the BMTF, ranked by quality (1, 2, 3, 4) and finally WS pr rate
is a register vector that gives three muons racked in high and low pr according to
the applied threshold.

6.2.1 Barrel-trigger rates

The behavior of the BMTF system is stable as it has been recorded using the
monitoring registers, presented in the previous Section. Figure 6.3a shows the output
rates of the twelve BMTEF processors, expressed by the 1st Hi WS pr rate register
of each BMTF card. Figure 6.3b shows the instantaneous luminosity in ATLAS,
ALICE, CMS and LHCb experiments. As shown in the plot CMS curve (black
color) starts from 13,000 x 10*°cm™2s~! and falls smoothly. This is the maximum
luminosity value for 2016 as in CMS 2,220 bunches were colliding.
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Figure 6.3: Luminosity and BMTF trigger rate

Page 146 N. Loukas Chapter 6



The CMS Barrel Muon Track Finder

There is a big drop in the beginning of the stable beams and few drops later.
All drops are caused by beam scanning calibrations which are happening at regular
basis during a collision run. BMTF trigger rate is falling as well, as it experiences
the drops of the beams. The time evolution of the BMTF processors trigger rate is
similar to the luminosity time evolution. This indicates a smooth functioning of the
BMTF system.

6.3 Online Data Quality Monitoring
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Figure 6.4: DQM - evaluation histograms of BMTF from the collision run 274094.
Top left: pr distribution, top middle: /phi distribution, top right: 7 distribution,
center left: py versus bunch crossing (-2, -1, 0, 1, 2), center middle: ¢ versus bunch
crossing, right middle: 7 versus bunch crossing, bottom left: pr versus ¢, bottom
center: trigger rate versus bunch crossing, bottom right: n versus ¢
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Data Quality Monitoring (DQM), is a central tool in the CMS experiment [67]
providing live evaluation of BMTF. The DQM software collects the data from
the subsystems and fills histograms which are monitored real-time by control-room
personnel. The histograms show the quality of the running systems as they make
visible any eventual “hot spot”. The “hot spot” in a histogram indicates unusual
overflow high-rate spot that is caused by an instability in the referred sub-system.
Figure 6.4, presents the online DQM of BMTF running under collisions. Plot 6.4h
shows the Wedge processors trigger rate (x-axis) versus the bunch crossing (BX)
time (y-axis). The plot indicates that all BMTF cards mostly trigger in the nominal
time BX=0.

No anomalous plot is shown in the DQM of the BMTF, fact that indicates a
smooth running.
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Chapter 7

Implementation of logic blocks
among L1-trigger sub-systems

Most of the Level-1 Trigger subsystems
require the use of similar logic blocks
for similar functionality. For example as
presented in Chapters 3 and 4, the BMTF
asynchronous 10-Gb/s protocol is used to
receive trigger primitives from TwinMux
cards. This fact was the motivation to
use the MPT7 set of logic blocks in the
TwinMux in order to benefit from the
modular VHDL design of the MP7 and
avoid solving related problems, already

found and fixed in the MP7 logic blocks.

Instead of “rediscovering the wheel”, the
MP7 asynchronous 10-Gb/s protocol as
well as the rest MP7 set of logic blocks
have been used in order to create a
minimal and modular design, used to build
logic blocks for the FPGAs of TwinMux as
well as other Level-1 subsystems. Similar
firmware logic blocks have been generated
for the TwinMux, the CPPF and the
AMC502 FPGAs. Figure 7.1 shows the
setup used for testing the generated
logic blocks on those cards. The crate
contains also one MP7, used to evaluate
the reference minimal MP7 logic blocks
design. One more MP7 is used as receiver
card in order to validate a successful data

Figure 7.1: Electronics setup for the
testing of the TwinMux, CPPF and
AMC502

transaction from the testing cards. The patch panel shown on the top of the
photograph is used to interconnect the outputs of the testing card with the inputs of
the MP7 used to validate the data transactions. The test is consider successful when

the MP7 is locking the input links.
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Figure 7.2 shows the patch panel and the connected optical fibers running the
asynchronous 10-Gb/s links. On the rear side of the patch panel an other MTP-48
cable connects it with the MP7 board which validate the transactions. Shown on the
left of the Figure, LC cables connect the patch panel to the outputs of the MP7 card
running the implemented logic blocks. In the middle, the LC cable is connected to
the mezzanine card of the AMCH02 running the generated logic blocks. On the right
side a MTP-12 cable is shown. This cable is connected to the TwinMux or CPPF,
both running the generated logic blocks.

TwinMux / CPPF

firmware outputs outputs

Figure 7.2: Patch panel connections of MP7, TwinMux, CPPF and AMC502 cards

The logic blocks of the FPGAs used in the TwinMux, CPPF and AMC502
subsystems are designed such as they can easily be edited in order to follow any
upgrade of the reference VHDL blocks of the MP7 design.

Figure 7.3: uTCA test-bench hosting 6 MP7s, 1 TwinMux, 2 CPPF and 1 AMC502

Table 7.1 presents the utilization report of the FPGA (XC7VX690TFFG1927-2)
resources for the MP7 minimal design, implemented using the logic blocks from the
MPT7 reference design. This report occurred after removing VHDL blocks referred
to specific MP7 on board components that MP7 hardware accesses. The removed
logic blocks are I?C interface and control of Xpoint switch and MMC contention,
SPI interface which reads the status for the minipod optics and parallel interface for
connecting which interconnect the FPGA with an external mezzanine. The remaining
logic block contains:

e Clock management and fabric distribution

e [Pbus implementation and control logic
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e TCDS decoding and control logic
e Asynchronous 10-Gb/s protocol
e Channel buffers instantiation

e DAQ protocol and readout packaging

’ Resource \ Used | Available | Utilization % ‘
LUT (LookUp Table) 98,296 | 433,200 22.69
LUTRAM (LUT Random Access Memories) | 8,607 | 174,200 4.94
FF (Flip Flops) 92,176 | 866,400 10.64
BRAM (Block of RAMs) 328 1,470 22.31
IO (Standard Inputs and Outputs) 16 600 2.67
GT (Gigabit Transceivers) 74 100 74.00
BUFG (Generic Buffers) 6 32 18.75
MMCM (Mixed Mode Clock Manager) 3 20 15.00

Table 7.1: Post implementation report of a minimal MP7 design

This minimal logic block design was the baseline from where similar logic blocks
were generated and used in the FPGAs of the cards (TwinMux, CPPF and AMC502)

shown in Figure 7.3.

7.1 VHDL logic blocks for TwinMux FPGA

The XC7VX330TFFG1761-3 used in the
TwinMux card is a middle-size speed-grade
3, Virtex-7 FPGA. It has 7 Multi Gigabit
Transceiver (MGT) BANKs of (1 BANK
contains 4 transceivers). BANK #117 -
#119 are used for high data-rate links and
#115 for the DAQ and TCDS links. The
TwinMux application requires 3 BANKs (12
links) and the related logic, running the
10-Gb/s asynchronous protocol. The hardware
components used to implement this protocol
and the related logic are shown in the Figure
7.4 in yellow color. TwinMux FPGA has totaly
14 BANKs, 2 (X1Y2 and X1Y3) includes all the
rest blocks. The blue color in the Figure shows
the distribution of the readout logic over the
FPGA die and the green all the rest logic which
is constrained to BANK X1Y2 and include
[Pbus protocol, control and status handled via
[Pbus, TCDS decoding and clock management
blocks. Table 7.2, lists the set of the logic
blocks resource utilization of the TwinMux. As
is shown, 14 transceivers (MGT) are used for

Figure 7.4:
implementation RTL distribution

TwinMux post
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the implementation of the 12 I/O, 1 IPbus and 1 DAQ link. The design includes the
top level of the TwinMux logic and leaves more than 85% of the resources unused in
order to implement logic to serve the DT TPG links running at 480 Mb/s and the
RPC and HO TPG links running GOL at 1.6 Gb/s. In addition a part of the “free”
resources are reserved to implement the super-primitives logic block as described
in 3.1.2.1 and additional DAQ logic to collect the data of the input links and send
them to the readout chain.

Resource \ Used \ Available \ Utilization % ‘
LUT 29,835 | 204,000 14.62
LUTRAM | 8,475 70,200 12.07

FF 25,295 | 408,000 6.20

BRAM 100 750 13.33

10 14 700 2.00

GT 14 28 50.00

BUFG 7 32 21.88

MMCM 3 14 21.43

Table 7.2: Post-implementation report of TwinMux base firmware

7.2 VHDL logic blocks for CPPF FPGAs

In contrast with the MP7 projects, in CPPF the set of logic blocks is divided in
two separate FPGAs (Subsection 3.1.2.2).

Figure 7.5: Post-implementation floor plan of the CPPF card FPGAs: Left Control
Kintex-7, right: Core Virtex-7
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The first named “control” FPGA, is a Kintex-7 XC7K70TFBG484-2 and
includes the IPbus interface using 1 transceiver of the BANK 115 as well as a
control /status logic (showing with green color in the left hand side of the Figure 7.5)
and a master chip2chip IP-core used to control the Virtex-7 FPGA “core” FPGA
XCTVX415TFFG1158-2 (showing with red color on the right hand side of Figure
7.5).

The post-implementation result on the two FPGAs are shown in Figure 7.5. On
the right hand side the implemented logic of the “core” FPGA, includes 3 BANKSs
running 12 asynchronous 10-Gb/s links (exactly as in the TwinMux) and is shown in
yellow color. BANKSs #117 - #119 are used for the high data-rate links. In the same
Figure the implementation of a chip2chip slave and the IPbus-UDP cores are show
in red color. Those logic blocks interconnects the Virtex-7 with the Kintex-7. On
the same Figure, green color represents the hardware elements of the FPGA used
by the TCDS decoding logic and the Mixed-Mode Clock Manager (MMCM) logic.
Finally, in light blue color, the corresponding elements of the readout (DAQ) logic
are shown.

Table 7.3, shows the post-implementation results after porting the minimal MP7
set of logic blocks to the two FPGAs. The report of Table 7.3, shows that a small
part of the Kintex-7 and Virtex-7 resources is used. Core FPGA implements 12 + 1
links (GT) for the asynchronous protocol and the readout. Control FPGA uses 1
transceiver with 1GbE and IPbus.

’ Resource \ Used \ Available \ Utilization % ‘
LUT 5,751 | 41,000 14.03
Memory LUT | 134 13,400 1.00

FF 8,428 | 82,000 10.28
BRAM 22.5 135 16.67
10 27 285 9.47

GT 1 5 20.00
BUFG 14 32 43.75
MMCM 1 6 16.67
PLL 2 6 33.33

’ Resource Used | Available | Utilization % ‘

LUT 21,450 | 257,600 8.33
Memory LUT | 2,398 104,400 2.30
FF 18,906 | 515,200 3.67
BRAM 69.5 880 7.90
10 29 350 8.29

GT 13 60 21.67
BUFG 13 32 40.62
MMCM 2 12 16.67
PLL 2 12 16.67

Table 7.3: Post implementation report of the two FPGAs. On the top: “control”
Kintex-7 FPGA, on the bottom: “core” Virtex-7 FPGA

The unused hardware resources of the core FPGA cover all needs of the algorithm
block as well as requirements of the RPC receiver block (GOL links) running at
1.6 Gb/s. Algorithm processes the RPC TPs, forms clusters and send them to the
EMTF subsystem using the asynchronous protocol [38].
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7.3 VHDL logic blocks for AMC502 FPGA

The commercial AMC502 described in Section 3.1.3,

hosts the large scale Kintex-7 XC7K/20TFFG1156-2 FPGA.

In contrast to the rest of trigger subsystems in CMS that

use GTH transceivers, AMC502 uses GTX transceivers.

The firmware developed for AMC502 FPGA requires the
replacement of the GTH logic blocks used for the 10-Gb/s
asynchronous, 1-Gb/s IPbus and DAQ links, with GTX
logic blocks. Figure 7.6 shown the implemented logic blocks
which contain the infrastructure logic (green color), the
readout logic (blue color) and the 8 x 10-Gb/s asynchronous
links in the MGT BANKs 111 and 112. Table 7.4, present
the post-implementation report and the usage of the
Kintex-7 resources. The transceivers of the 2 GTX QUADs
(BANKSs 111, 112) are used for the high data-rate links to
SEFP+ optics connected in a high-speed mezzanine mounted
in the 1st FMC of the AMC502 carrier (Figure 7.7). The

| |l
Figure 7.6: AMC502
post implementation
RTL distribution

second low-speed mezzanine is used to receive LDVS parallel signals for the RPC

detectors running at 40 Mb/s.

Resource \ Used \ Available \ Utilization % ‘

LUT 28,274 | 260,600 10.85
LUTRAM | 8,482 | 108,600 7.81
FF 21,915 | 521,200 4.20
BRAM 104 835 12.46
10 24 400 6.00
GT 10 32 31.25
BUFG 9 32 28.13
MMCM 3 8 37.50

Table 7.4: Post-implementation report of AMC502 design

Figure 7.7: AMC502 card, the high and low speed mezzanine modules and the SFP-+

optic

Apart from the minimal set of logic blocks, the implemented logic contain receiver
blocks in order to capture the LVDS inputs. While the input data rate is 40 MHz,
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the receivers over-sample the data using 240-MHz clock. Then the logic identifies the
data critical meta-stability point and move the sampling point far from it to ensure
no data corruption. Then it sends the data to uGT using the 10-Gb/s asynchronous
protocol.

The firmware is modular. By changing few parameters, the user can extend the
logic and instantiate 16 instead of 8 GTXs, which will make the design use 10-Gb/s
asynchronous on both FMCs (Figure 7.7).

7.4 Porting VHDL framwork to FPGAs of
developmant cards

The motivation of porting the MP7 minimal set of logic blocks to the FPGAs of
the development boards described in the following Sections 7.4.1 and 7.4.2 was the
need to design of VHDL blocks for the AMC502 before the hardware was available.
Moreover KC705 and VC707 development boards have similar FPGA architectures
as the FPGA of the AMC502 and provide data and clocking I/Os in order to build
a test-bench and validate the set of logic blocks. The work described in this Section,
initially launched in order to cover a fallback muon trigger plan which requires
triggers from the old regional muon Level-1 Trigger carried in LVDS signals to be
transformed to 10-Gb /s links forwarded to uGMT. After the upgraded system proved
reliable it was decided that the fallback plan is not needed and the AMC502 set of
logic blocks used in uGT as mentioned in Section 3.1.3.

7.4.1 Porting VHDL set of logic blocks to KC705 FPGA
The setup shown in Figure 7.8 hosts the KC705 development board.

Figure 7.8: KC705 - Developing fallback for the muon trigger

It uses the same FMC mezzanine with SFP+ as in the AMC502 application and
includes, an CDCE low jitter clock generator to feed the GTX reference clock and an
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ethernet connection to establish IPbus interface via BASE-X or external PHY chip.
KC705 hosts the XC7K325T-2FFG900C Kintex-7 [68]. This FPGA has the same
architecture as the one used in the AMC502 but has less resources. The KC705 set
of logic blocks is based in the minimal MP7 set of logic blocks and implements the
10-Gb/s asynchronous protocol as well as the rest of the logic implemented later in
the AMC502. KC705 design is accessible by IPbus and controlled by a PC. Loopback
test has shown a reliable system running with 2 implemented GTX BANKs.

7.4.2 Porting VHDL set of logic blocks to VC707 FPGA

The setup shown in Figure 7.9 hosts the VC707 development card [69]. It uses the
same FMC F14 from Faster Technology with SFP+ as in the AMC502 application
and includes a low jitter 40-MHz clock source connected to on board SMA and an
Ethernet connection to establish IPbus interface via BASE-X. Also it has the FMC
XM105 which is connected with loopback ribbon cables in order to feed the framework
inputs with 64 low speed LVDS signals as in AMC502. The board provides High Pin
Count (HPC) FMCs that give the ability to loopback test patterns. Also the VC707
hosts the XC7VX/85T-2FFG1761C Virtex-7 FPGA providing GTX transceivers as
the FPGA of the AMC502.

e

A

IPBUS via basex

_'-
b

e |
Loopback OL

.7 d —

Figure 7.9: VC707 - Developing fallback for the muon trigger

The test bench includes:

A frame generator running at 40 MHz that provides random patterns

A configurable delay logic that adds latency to the generated patterns (emulate
the cable delay)

Buffer I/Os to connect cables and loopback the data

A Finite State Machine (FSM) that automatically chooses the “best” phase of
the sampling clock of receive the input data.
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e A frame checker that increases an error counter when the input has any bit
error

e The logic blocks getting the input-data frames and forward them to the optical
links running 10-Gb/s asynchronous protocol.

[ONKNOWH DELAY | I © @ o a b a
2 Cable length...
clk240 clk240 clk240 clk240
1] i i ] 1| L

¥ & % % ¥ X

Figure 7.10: The receiver block that auto-chooses the optimum sampling phase

Low-rate receiver logic: Figure 7.10 gives the concept of the input logic,
implemented to identify the optimum sampling point of the inputs signals and
locks. Parallel patterns are sent every 25 ns (40 MHz) to the FPGA. The logic
implements latches running six time faster (240 MHz). XNORs compare the inputs
with the outputs in every latch and generate a GOOD flag. Then a FSM identifies
the metastability location and forces the design to sample from the safe phase of
the 40-MHz cycle. Figure 7.11, presents a snapshot of the input data locked to
sample in the 3rd 40-MHz phase. The 64-bit input frame is capture correctly in the
muon_ output signal (lower signal shown in the Figure).
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Figure 7.11: ISE Chipscope - Validation of the 40 Mb/s receiver block






Chapter 8

Summary and conclusions

CMS Level-1 muon Trigger Upgrade launched in the first quarter of 2016 was the
result of a large collaboration working together in order to increase efficiency. The
new L1T architecture has changed from detector-based scheme to a geometry-based
system and the trigger redundancy has been moved earlier in the trigger chain.
BMTTF is the new regional muon trigger that is searching for muon tracks in the
region |n| < 0.83.

This Thesis describes the work completed the L1T Upgrade. Most of the
effort presented concerns firmware developing of the Barrel Muon Track Finder
(BMTF) trigger subsystem. Chapter 7 and Appendix A present additional work:
on developing of VHDL blocks shared among two data consentrators of the Level-1
muon Trigger chain and the Global Trigger (TwinMux, CPPF and AMC502) and on
evaluating mezzanine cards used in the Timing Control and Distribution System
(TCDS) in CMS L1T.

As luminosity and pile-up will be increased in CMS over the next years, higher
trigger rates will be produced by the Trigger Primitives Generators (TPGs), requiring
a more efficient and redundant L1T system with reduced trigger rate. For the
central barrel trigger, the old Drift Tube Track Finder (DTTF) has been replaced by
the Barrel Muon Track Finder. The new system follows the yTCA standard and
is based on 12 Master Processor virtex-7 (MP7s), each hosting one FPGA large
enough to implement track finder algorithms covering one barrel wedge.

The VHDL BMTF set of logic blocks uses [Pbus interface between the processor
and the control PC. Moreover it uses TCDS decoder and control, clock distribution
via PLLs, several Finite State Machines, asynchronous 10-Gb/s protocol and readout
block. The algorithm of the BMTF has been improved compared with the old
DTTF. The new pr resolution is increased using 9 bits (512 values) instead of 5
bits (32 values) used in DTTF. The pr assignment is performed by the old (same
implemented in DTTF) or the new algorithm. Both are running in parallel and the
logic chooses one output of the two algorithms for each bunch crossing, depending on
quality criteria. Latency has been significantly improved. BMTF spends 14 Bunch
Crossings (BX) instead of 33 used by the DTTF. Firmware optimization keeps
about 70% of the FPGA resources unused, reserved from future algorithm upgrades.



The design as well as the implementation of the BMTF have been validated with
simulation tools as well as with injected muon patterns in the buffers of the cards.
Python scripts injected 20,000 muon candidates, used as inputs of the MP7 cards.
The output of the cards were compared against the emulator of the BMTF. During
commissioning, and after thoroughly testing the setup, several firmware, hardware
and software problems were fixed. Input and output data were collected through
the DAQ network and the inputs were injected to a bit to bit C+-+ algorithm
emulator. The output comparisons demonstrate an over-95% agreement between
BMTF performance and emulator. The results of output comparisons indicate an
agreement of data to emulator over than 95%. Efficiency plots show a plateau of
BMTF over 90% (similar to DTTF) and trigger rate plots a 40% reduction compared
to the legacy system which concludes that the BMTF is an improved track finder
compared to DTTF.

The BMTF trigger subsystem is controlled by the common online software control,
called SoftWare for Automating the conTrol of Common Hardware (SWATCH). In
the firmware, control and status registers were implemented and connected to IPbus,
with which the algorithm is configured according to the RUN conditions. Monitoring
blocks count the trigger rate that appears in several stages of the algorithm and are
monitored thought the SWATCH. Data Quality Monitoring (DQM) is used in order
to provide a quick evaluation of the system while running.

VHDL blocks are re-designed in order to meet the requirements for the
different FPGAs and shared among other L1T subsystems. Firmware is built for
TwinMux, CPPF and AMC502 based on the BMTF logic blocks according to the
corresponding project needs. The set of the logic blocks have been successfully tested.

VHDL projects have been designed in order to test FMC mezzanine cards and
evaluate the PCB design. Those FMCs are used in the TCDS and distribute the
LHC clock and TTC commands.

The work described on this Thesis, carried out according to the Technical
Design Report: TDR2013 [1|. Four papers conserning the BMTF system, have
been puplished, after work was presented in different conferences: TWEEP2015 [2],
TWEEP2016 [3], ICHEP2016 [4] , VCI2016 [5]. One Detector Note [6] and one Twiki
web-page [7] with useful instructions for the BMTF user have been provided by the
Thesis’s writer.



Appendix A

Evaluation of mezzanine cards used
for the TCDS 1in CMS

Level-1 CMS Trigger upgrade intoduced in the contest of the old Timing and
Trigger Control (TTC) has been replaced by the Trigger Control Distribution System
(TCDS). The TCDS controls and synchronizes all trigger sub-systems and it is
based in two puTCA boards: The AMC13 and the FC7 [55, 70, 71]. AMCI13 is
used as Central Partition Manager (CPM) and pTCA as readout board. FCTs is
used as Local Partition Manager (LPM) and Partition Interface (PI). FC7 is a dual
FMC carrier card capable to host two HPC-FMC mezzanines [72|. According to
the mezzanines mounted in the FC7 and the corresponding firmware, it plays the
role of LPM or PI. Figure A.1 shows the hardware used in LPM and PI systems.
LPM-FC7 hosting the EDA-02708-V1 and the EDA-02707-V1. PI-FC7 hosting the
EDA-02727-V1 and the EDA-02707-V1.

Figure A.1: Hardware used in the TCDS. Upper left: FC7 board as LPM, upper right:
FC7 board as PI, down left: EDA-02708-V1 mezzanine, down middle: EDA-02707-V1
mezzanine, down right: EDA-02727-V1 mezzanine

CPM and LPM lie on the same pTCA crate and communicate via the backplane
of the crate. LPM board receives L1As[27], BGo commands and LHC clock from the
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CPM, it sends Trigger Throttle System (TTS) status to the CPM. In the front panel,
LPM is equipped with high speed FMC EDA-02708-V1 running at 10 Gb/s and with
6 LEMO connectors. Both are used to send local trigger signals to the DAQ. The
second mezzanine of the LPM (low speed FMC EDA-02707-V1), is used to transmit
TTC commands to the Pls as well as to receive TTC status from Pls. Pls uses the
low speed FMC EDA-02727-V1 in order to be interconnected with LPM.

A.1 FMC evaluation tests using the KC705
development board

The three FMCs mentioned previously have been evaluated using the KC705
platform. VHDL blocks has been developed in order to test loopback links running for
several hours, validating a good performance of the tested mezzanines (EDA-02708-V1,
02707 EDA-02727-V1 and EDA-02727-V1) [73].

A.1.1 VHDL design for evaluating the PCB performance of
EDA-02708-V1

The results taken after testing a commercial mezzanine card Faster Technology
- F'18, were used as reference to evaluate the output results of the EDA-02708-V1
testing, because both are high-speed cards hosting SFP+ optics, running up to 10
Gb/s [74]. Figure A.2 (left), shows the performance of the F18 card on the KC705
evaluation board and Figure A.2 (right), the EDA-02708-V1 card on the same board
for the same test.

Figure A.2: KC705 used as the carrier platform testing the FMC cards. Left: Faster
Technology F18 on KC705 platform, right: EDA-02708-V1 on KC705 platform.

The testing setup is shown in the right-hand side of Figure A.3. Both FMC tests
were performed using the same equipment: evaluation board, SFP+ module, fiber,
optical attenuator, optical splitter and power meter. In addition, the same firmware
and the same Kintex transceiver channels were used. F18 mezzanine provides eight
channels and EDA-02708-V1 two. The transceivers used for the test were X0Y12
and X0Y13 and belong to the BANK 118 of the XC7K325T-2FFG900C FPGA.

The test is based on the Xilinx IP integrated Bit Error Rate Test (iBERT). The
implemented logic: it generates PRBS-7 data patterns, serializes the data, sends
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them to the transmitting line, receives data from the input channel, deserializes the
data to frames, checks if the frames belong to the PRBS-7 sequence and if not it
increases an error counter. Moreover the logic uses: an I?C interface to enable the
SFPs though an I?C switch, a state machine to control the I?C and an MMCM to
distribute the needed clocks. From the topology point of view (Figure A.3, right side)
the SFP+ converts electrical signal to optical, the data stream passes through the
attenuator, the optical signal splits into two and the 90% returns to the receiver of
the FPGA while the 10% goes to a power meter for monitoring. The test measures
the Bit Error Rates (BERs) as the attenuation increases and forms BERT curves.
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Figure A.3: Evaluation setup and BERT curves of F18 and EDA-02708-V1. Left:
PCB performance - BERT curves. Y-axis represents the bit-error rate and X-axis
the optical power in dbm. Right: Setup and logic for the evaluation test.

The test was performed on channel 0 (DP0) of F18 card. The results of the BER
as well as the optical power were collected while the attenuation of the attenuator
instrument was increased and light blue curve of Figure A.3 (left side) was formed.
The test was repeated four more times: On channel 1 (DP1) of F18 (purple curve),
on DPO of EDA-02708-V1 (red curve), on DP1 of EDA-02708-V1 (green curve) and
finally on the on-board SFP+ (dark blue curve). As it is shown, curves DP0, DP1
of F18 and EDA-02708-V1 are almost identical while the one on board is better.
Therefore the EDA-02708-V1 card performs as well as the commercial specifications,
a fact that demonstrates its good performance. In addition, as expected, the on-board
transmission line gives a better BER curve since it has the best PCB trace compared
with the mezzanine paths including the FMC connector.

A.2 VHDL design for evaluating the SERDES of
EDA-02707-V1

Figure A.4 shows the EDA-02707-V1 mounted on the Xilinx board while testing.
The EDA-02707-V1 mezzanine is designed to connect 8 SFPs to standard FPGA 1/0Os.
The FPGA 1/Os are accessible by FPGA SERDES. The SERDES are configurable

hardware modules able to run in lower rates than the GTX or GTH transceivers.
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The bandwidth of SERDES depended on the FPGA switching characteristics which
in case of Xilinx 7 series FPGAs can not extend 1.6 Gb/s.

R — s
[l --.un.-umnmumn.

Figure A.4: EDA-02707-V1 on the KC705 platform

The block diagrams of the VHDL modules designed to evaluate EDA-02707-V1
is shown in Figure A.5. The top level of the VHDL contains:

e 2 MMCMs: to generate all needed clocks and shift the fast clock of the
ISERDES in order to sample the received data correctly.

e 1 I?C interface: to enable the SFPs modules via an I?C switch.

e 1 common frame generator: simple counter.

e 1 common 8b/10b encoder: to achieve DC balance.

e 8 serializes: ratio 8:1.

e 8 deserializes: ratio 1:8.

e 8 8b/10b decoders: to decode the input data stream.

e 1 state machine: for bit slip.

e 1 synchronous demultiplexer: to control all ISERDES (FPGA fabric block).

e 8 error counters: to check for errors (one for each channel).
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e 2 ILA (Indegraded Logic Analyser) cores: to illustrate signals (one for the
common generator and one for the received frames).

Two different bandwidth tests were performed at 400 Mb/s and 800 Mb/s in
calibrated channels. In both tests the attenuation was increased until the channel
started to have errors. The initial calibration was done by forcing the frame generator
to send zeros and shifting the phase of the ISERDES (receiver part) several times
until the received frame became stable and then forced to bit slip until only zeros
appeared to the input frames. Finally, the frame generator released and an error
counter increased every time an error appears. Both tests were successful as there
were running for several days without counting an error.
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Figure A.5: VHDL block diagram used to evaluate EDA-02707-V1

In the previous setup an attenuator, a splitter and a power meter were added. The
attenuation was increased until the point that the error counter started counting. In

Appendix A

N. Loukas

Page 165



The CMS Barrel Muon Track Finder

both rates (400 or 800 Mb/s) and channels the attenuation limit was close to -20 dBm.

File Control Setup Trigger Measure  Analyze  Utilities  Help 17 May 2013 4:42 PM

Figure A.6: Wide-open eye diagram at 400 Mb/s, indicating data transactions.

File Control Setup Trigger Measure  Analyze  Utilities  Help 17 May 2013 5:03 PM
| i ! 1 8 5 I
- (hal
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Figure A.7: Open eye diagram at 800 Mb/s, indicating safe data transactions.

Finally the test repeated for the 400 Mb/s and 800 Mb /s firmware version and
the eye diagrams are shown in Figures A.6 and A.7. In these cases the output of the
SFP channel H was driven to a digital analyzer. The occurred eyes are wide open,
which indicates good transmission line of the PCB designed in the EDA-02707-V1
mezzanine card.
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A.3 VHDL design for evaluating SPF and
Ethernet links performance of EDA-02727-V1

—

Figure A.8: Two EDA-02727-V1 mounted in the KC705 development card

EDA-02727-V1 card follows EDA-02707-V1 concept. Instead of 8 SFPs, the
EDA-02727-V1 has 4 SFPs and the other 4 SERDES are connected to a RJ45
jack. Figure A.8 presents two EDA-02727-V1 FMCs mounted to the KC705 testing
platform and interconnected with a not-cross over Ethernet cable. Figure A.9 shows
the topology used for testing the Ethernet connection of this card. Since the signal
is electrical there is no easy way to attenuate it. To evaluate the performance of
those links the data loopbacked over the carrier FMCs for several hours and checked
out the error counters.

The implemented logic is same as in the previous test:

e 2 MMCMs. In order to sample the received data stream the phase of the
MMCM is changed dynamically.

1 I2C interface to enable the SFPs.

1 common frame generator (simple counter).

1 common 8b/10b encoder.

8 serializes.

e & deserializes.
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e 8 8b/10b decoders.
e 1 common 8b/10b encoder.
e 1 state machine for bit slip.
e 1 synchronous demultiplexer.
e 8 error counters (one for each channel).
e 2 Integrated Ligic Analyzer (ILA) cores to illustrate signals (one for the common
generator and one for the received frames).
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Figure A.9: Evaluation setup of copper links of EDA-02727-V1

Similar as in EDA-02707-V1 two different bandwidth tests have been performed.
The fist at 400 Mb/s and the second at 800 Mb/s. In both cases the attenuation has
been increased until the channel start to have errors. Calibration is also needed and
it is mentioned in the previous Section. The attenuation limit is close to —20dBm.
Channels E, F, G and H cannot be attenuated due to their nature (copper cable).
After few days of continuously running no error occurred.
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Appendix B

Input super-primitive format and
channel mapping of the BMTF

This Appendix presents the input data format and the input channel mapping
used to interconnect TwinMux and BMTF subsystems.

Figure B.1: Input BMTF fiber channels connected to the TwinMux patch panel

Each one of the 12 BMTF processor cards receives data from one track cable
including 30 optical channels at 10 Gb/s. Each channel sends trigger primitives from
one muon candidate and a pair of channels correspond to trigger primitives from on
DT muon station. Every muon wedge has 5 sectors. Therefor each MP7 receives all
muon primitives from one wedge and its neighbor.

B.1 Super-Primitive format

The channel pair is tagged as first (low) and second (high) channel. The primitive
format (presented in Table B.1) consists of six 32-bit words. The first four have ¢
information, the fifth has the 7 of the hits and the sixth word is empty. The format
of the first four words is identical. In particular, words 0, 1, 2 and 3, have data
coming from the stations 1, 2, 3 and 4 (ST1, ST2, ST3 and ST4) and word 4 has
the n information of eta stations 1, 2 and 3.
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0[BC[NC|C|R][S |QL]|PhiB | Phi |
31 29 27 26 25 24 21 11 0
1[BC|NC|[C|R|S[QL]PhB | Phi |
31 29 27 26 25 24 21 11 0
2[BC[NC[C]R[S [QLJ[PhB | Phi |
31 29 27 26 25 24 21 11 0
3[BC|NC[C|R[S[QL]|PhB | Phi |
31 29 27T 26 25 24 21 11 0
4| BC | NC | HitsSt3 | HitsSt2 | HitsSt1 |
31 29 20 13 6 0
5| BC [ NC |
31 29 0

Table B.1: Muon data sent over in one bunch-crossing. Each row shows one 32-bit
word. The data of the six rows are the super-primitives.

The two most significant bits of every word are the two list significant bits of the
Bunch Counter (BC) sending by the TwinMux. Since the bunch counter changes
every 25 ns and the input segments are synchronized, all BC should have the same
value for six 32-bit words and change once every time a new 1st word appears. The
list below explains all Acronyms of the Table B.1.

e Words 0, 1, 2 and 3: Data from the corresponding ¢ stations.

— BC: 2-bits. Two Least Significant Bits (LSBs) of the bunch counter.
— NC: 2-bits. Reserved.

— C: 1-bit. Calibration bit from the minicrate. Not used.

— R: 1-bit. ‘17 indicates RPC presence. Only used in monitoring blocks.

— S: 1-bit. ‘1’ indicates Super-primitive presence (DT + RPC) and 0’
primitive presence (only DT).

— QL: 3-bits. DT quality bits. “111” indicates null; “000”, “001” and “010”
uncorrelated DT measurement; “0117, “100”, “101” and “110” correlated
DT measurement. 0 — > 6: Lower to higher quality.

— PhiB: 10-bits. Bending primitive in ¢. 2’s complement with range from
-512 to 511.

— Phi: 12-bits. ¢ coordinate primitive (muon stab). 2’s complement with
range from -2,048 to 2,047.
e Words 4: Data from 7 stations.

— BC, NC: 2-bits, 9-bits. As in words 0 to 3.

— HitsSt3: 7-bits. n quality bits or! hits of station 3. ‘1’=true, ‘0’—false.
— HitsSt2: 7-bits. n quality bits or! hits of station 2. ‘1’=true, ‘0’—false.
— HitsSt1: 7-bits. n quality bits or! hits of station 1. ‘1’=true, ‘0’=false.

!The channel 1 (low) of the pair of channels per station contain the 7 quality bits and the 2nd
channel (high) the # hit bits.
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e Words 5: Empty word.

— BC, NC: 2-bits, 30-bits. As in words 0 to 3.

B.2 Interconnections

The labels written in red tags of the LC connectors (shown in the Figure B.1) are
listed in the table B.2. The table mapping shows the input connections of BMTF
for the wedge n, where ne(l, 2, 3,4, 5,6, 7, 8,9, 10, 11, 12]. The first column gives
the wheel number of the input channel, the second the LC connector number, the
third the VHDL channel number, the forth the channel input, the fifth the algorithm
input name and the sixth shows comments, concerning the location of the mapping.

LC Channel | Algo
Wheel | number || LC Label input | Inputs LC channel description

-2 1 || Wn2S(n—1)M 0 | dn2wlsl || -2 Wheelleft Sector,1st (low)

-2 2 || Wn2S(n — 1)M2 1 | dn2wlsh || -2 Wheel,left Sector,2st (high)
-2 3 || Wn2S(n+1)M2 2 | dn2wrsl || -2 Wheel,right Sector,1st (low)
-2 4 || Wn2S(n+ 1)M2 3 | dn2wrsh || -2 Wheel,right Sector,2st (high)
-2 5| Wn2S(n)M 4 | dn2wosl || -2 Wheel,own Sector,1st (low)
-2 6 Wn2S(n)JV[2 5 | dn2wosh || -2 Wheel,own Sector,2st (high)
-1 9 || WnlS(n—1)M1 8 | dnlwlsl || -1 Wheel,left Sector,1st (low)

-1 10 || WnlS(n—1)M2 9 | dnlwlsh || -1 Wheelleft Sector,2st (high)
-1 11 || WnlS(n+1)M2 10 | dnlwrsl | -1 Wheel,right Sector,1st (low)
-1 12 || WnlS(n+ 1)M2 11 | dnlwrsh || -1 Wheel,right Sector,2st (high)
-1 13 || WnlS(n)M 12 | dnlwosl | -1 Wheel,own Sector,1st (low)
-1 14 || WnlS(n)M 13 | dnlwosh || -1 Wheel,own Sector,2st (high)

0 17 || WoS(n — 1)M1 16 | dOwlsl 0 Wheel,left Sector,1st (low)

0 18 || W0S(n —1)M2 17 | dOwlsh 0 Wheel,left Sector,2st (high)

0 19 || W0S(n+1)M2 18 | dOwrsl 0 Wheel,right Sector,1st (low)

0 20 || W0S(n+1)M2 19 | dOwrsh 0 Wheel,right Sector,2st (high)

0 21 WOS(n)Ml 20 | dOwosl 0 Wheel,own Sector,1st (low)

0 22 || W0S(n)M 21 | dOwosh 0 Wheel,own Sector,2st (high)
+1 23 || WplS(n)M 22 | dplwosl || +1 Wheel,own Sector,1st (low)
+1 24 || WplS(n)M 23 | dplwosh || +1 Wheel,own Sector,2st (high)
+1 25 || WplS(n — ) 24 | dplwlsl +1 Wheel,left Sector,1st (low)
+1 26 || WplS(n— 1)M2 25 | dplwish || +1 Wheel,left Sector,2st (high)
+1 27 || WplS(n+1)M1 26 | dplwrsl || +1 Wheel,right Sector,1st (low)
+1 28 || WplS(n+ 1)M2 27 | dplwrsh || +1 Wheelright Sector,2st (high)
+2 29 || Wp2S(n)M 28 | dp2wosl || +2 Wheel,own Sector,1st (low)
+2 30 || Wp2S(n)M 29 | dp2wosh || +2 Wheel,own Sector,2st (high)
+2 33 || Wp2S(n — 1)M2 32 | dp2wlsl +2 Wheel,left Sector,1st (low)
+2 34 || Wp2S(n—1)M 33 | dp2wlsh || +2 Wheel left Sector,2st (high)
+2 35 || Wp2S(n+1)M 34 | dp2wrsl || +2 Wheel,right Sector,1st (low)
+2 36 || Wp2S(n+ 1)M 35 | dp2wrsh || +2 Wheel,right Sector,2st (high)

Table B.2: TwinMux to BMTF channel mapping. n represents the wedge number
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Appendix C

Output bits and scales of the BMTF
system

Every BMTF card sends 3 muon canditates per bunch crossing to pGMT using
one optical channel 61 (firmware output 61). Also it duplicates the same output to
channel 60 as a fiber fallback option.

Figure C.1: Output BMTF fiber channels connected to the BMTF cards

C.1 BMTF output data format

o[04 T3 [ Gual s |
31 30 22 21 12 8 0
1| SE| NA | NC | WN | NC | Track Addresses | NC | VC' | CH |
31 30 29 22 19 17 3 1 0
2[5 5 T3 [ Gual s |
31 30 22 21 12 8 0
3| Bll NA | NC | WN | NC | Track Addresses | NC | VC' | CH |
31 30 29 22 19 17 3 1 0
A[51s T3 [Guil 7 |
31 30 22 21 12 8 0
5‘ qu NA | NC | WN | NC | Track Addresses | NC | VvC | CH ‘
31 30 29 22 19 17 3 1 0

Table C.1: Muon data are sent over during one bunch-crossing, each row shows one
32-bit word, thus, two rows represent one muon.



The CMS Barrel Muon Track Finder

The three muon candidates are encoded using 64 bits and thus send in six 32-bit
words over two 240-MHz clock cycles (Table C.1).

e 30 Least Significant Bits, words 0, 2 and 4: Physical parameters of 1st, 2nd
and 3rd found muons.
— pr: 9 bits. Transverse momentum, hardware value.
— Qual: 4 bits. Express the track quality.
— n: 9 bits eta (pseudorapidity).
— F: 1 bit. Fine-eta bit.
— ¢: 8 bits. Azimuth angle.
e 30 Least Significant Bits, words 1, 3 and 5: Track identification of 1st, 2nd and
3rd found muons.
— CH: 1 bit. Indicates -1" charge when CH is n.
— VC': 1 bit. 1: Indicates CH bit is valid and 0: is not valid.

— Track Addresses: 14 bits. Determines the track segments used to construct
the muon track.

— WN: 3 bits. Indicates the wheel of the found muon.
— NA: 1 bit. 1: Indicates the new algorithm (Subsection 4.1.2.3) was used
to find the muon and 0: the old algorithm was used.

e Most Significant Bit of all words

— X0: Bunch crossing zero bit. 1: bunch crossing zero of orbit; 0: else.
— SE: Synchronization error. 1: error; 0: no error.

— B2, B1, B0: 3 Less Significant Bits of the bunch crossing counter.

— NC': Reserved.

C.2 Encoding and scales

Scales for 7, ¢ and pr are linear. In contrast the fine bit (F') as well as the Track
Addresses contain information about the muon track. The 4 quality bits are split
into two parts where the two Most Significant Bits are “00” when no muon track
found and “11” otherwise. The two Least Significant Bits categorize the muon track
quality.

The following coordinate system is used for the n and ¢ coordinates:

e CMS is north of centre of LHC; right handed system with origin in collision
point.

e Horizontal x-axis pointing to centre of LHC (south).
e Vertical y-axis pointing upwards.

e Horizontal z-axis horizontal pointing to west, parallel to beam, parallel to

B-field.
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e Global ¢ = 0° corresponding to x-axis, ¢ = 90° corresponding to y axis. The
track-finder systems transmit relative ¢ coorindates where ¢ = 0° lines up with
the lower sector or wedge boundary of the individual processor. For details,
see Section C.2.1.

e 1 = 0 in x-y plane, n > 0 for positive z-axis.

H Parameter Npits \ Unit /step u \ Range \ Comment H

pr 9 0.5 GeV 0 — 511 0: empty candidate; (bit _value — 1) X u
pr is defined at 90% efficiency as in the old
trigger.

Quality 4 The two Most Significant Bits (MSB): 7007
indicates no track and 711”7 wvalid track.
The two LSB: categories the muon track
according to a quality tag. (section C.2.7).

n 9 0.010875 -230 — 230 | 2’s complement. bit _value X u step gives
the centre of the bin.

Fine bit 1 Indicates n-fine bit.

o] 8 27 /576 Sec. C.2.1 2’s complement. bit _value x u gives the
lower edge of the bin.

Charge sign 1 1: negative, 0: positive

Valid charge 1 1: charge sign is valid, 0: charge sign cannot
be determined

Track Address | 14 see Sec. C.2.6

WN 3 Sec. C.2.8 | Wheel of the muon

NA 1 New algorithm flag

X0 1 BC zero bit per link

SE 1 Synchronization error per link

BX0 3 3 Least Significant Bits of the bunch

crossing counter. Per link.

Table C.2: Scale definitions

C.2.1 PHI scale

The BMTF transmits the muon’s local phi value (¢;) with a relative coordinate
in a 8-bit scale, encoded in 2’s complement and with the stepsize of 27 /576. The
uGMT (next step in the trigger chain), applies offsets to calculate the global ¢
coordinate that corresponds to the standard CMS coordinate system. Figure C.2
shows the global coordinate system in conjunction with the coordinate systems that
apply for the track finders. Two conventions are necessary as the BMTF processors
take one DT wedge of 30° into account, while the EMTF and OMTF use the 60°
sectors of the CSC system. In both cases, the lower boundary of the wedge / sector
corresponds to ¢; = 0°.

of muon candidates of the BMTF output.

e The BMTF transmits a signed value encoded in 2’s complement. The range
expected is -8 to 56 (corresponding to -5° to 35°), where the first and last 8
values (corresponding to 5° each) are overlapping with the previous and next

processor.

e The EMTF and OMTTF also transmit a signed value encoded in 2’s complement.
The expected range is -16 to 100 (corresponding to -10° to 62.5°), where the
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first 16 and last 4 values (corresponding to 10° and 2.5° respectively) are
overlapping with the previous and next processor.

CMS ¢ = 75°
EMTF,/OMTF; ¢ = 60°
BMTF, ¢ =30° CMS ¢ =77°
EMTF,/OMTE,/BMTF, ¢ = 0° , EMTF/OMTF; max-¢ = 62°

CMS ¢ = 50° B A 2 9/!47,:2
BMTF, max-¢ = 35° k o

CMS ¢ = 45°
EMTF{/OMTF; BMTF, ¢ = 30°

»

. sixe-A SND

CMS ¢ = 15°
EMTF/OMTF;,BMTF, ¢ = 0°
BMTF, ¢ = 30°

CMS ¢ =10°""""-
BMTF, min-¢ = -5°

EMTF/OMTF; min-¢ = -10°

Figure C.2: Relative ¢-scale for the track finders starts counting at the edge of the
processed wedge or sector. The range is different for BMTF as it processes 30°
wedges, and OMTF/EMTF which process the 60° sectors.

C.2.2 ETA scale

Instead of using 6 angle!, the BMTF expressed this coordinate in ) pseudorapidity?
which in CMS scale is linear. 7 is encoded using two’s complement in 9 bits with a
range from -230 to 230 in steps of 0.010875. 7 is marked by the Fine bit (F).

C.2.3 Fine bit

The Fine bit (F) is used to encode whether the 7 coordinate could be determined
precisely (F = 1) or not (F = 0).
C.2.4 py scale

The pr scale is linear. It is encoded as an unsigned integer of 9 bits with a
step-size of 0.5 GeV. The range is 3 to 140 GeV. A value of 0 indicates an empty
candidate.

IThe angle between the trajectory of the particle and the beam axis.
?Pseudorapidity equation: 1 = —In[tan £].
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C.2.5 Charge and charge valid bit

The valid charge bit (VCH) signifies validity of an assigned charge. The charge
bit is 0 for positive charge and 1 for negative charge (charge = (—1)%9").

C.2.6 Track addresses

The track addresses are encoded in 14 bits which is a concatenation of 2-4-4-4
bits representing stations addresses T'S1, TS2, TS3 and TS4. Table C.3 shows all
the values station addresses which the 14-bit Track Address can take. The address
assignment is described further in Subsection 4.1.2.2.

Left wedge Own wedge Right wedge
TS1 | TS2 | Null TS1 | TS2 | Null TS1 | TS2 | Null
Wheel n+1 2 3 F 0 1 F 4 D F
Wheel 1 A | B | F 8(2) [ 9(1%) | F(3%) C | D | F

Table C.3: BMTF Track Addresses

* Those track address are referred to TS1 station.

C.2.7 Quality scale

The quality of a muon track is encoded in 4 bits that are split into half. Two
Most Significant Bits (MSB): “00” indicate no track and “11” found track. The
two Least Significant Bits (LSB) categorize the track quality according to the muon
stations (TSI, TS2, TS3 and TS4) tagging the track:

e “11” indicates track tagged for all four stations: TS1 — TS2 — TS3 — TS4.

e “10” indicates track tagged for three stations: TS1 — TS2 — TS3
or TS1 — TS2 — TS4 or TS1 — TS3 — TS4 or TS2 — TS3 — TS4.

e “01” indicates track tagged for two stations starting from the 1st: TS1 — TS2
or TS1 — TS3 or TS1 — TS4.

e “00” indicates track tagged for two stations: TS2 — TS3 or TS2 — TS4
or TS3 — TS4.

Hence the lower to higher quality track categories are: 0x0, Oxc, Oxd, Oxe and 0xf.
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C.2.8 Wheel number

The wheel number bits are split in the Most Significant Bit (MSB) which indicates
the sign and the other two bits indicating the number. Table C.4 shows the encoding.

Wheel Encoding bits
name | sign | number
-2 ‘17| “10”
-1 ‘17| “01”
-0 ‘17 | “00”
+0 ‘07 | “00”
+1 ‘07| “o1”
+2 ‘0 | “10”

Table C.4: Wheel number encoding
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Access the BMTF hardware at CMS
and execute basic tests

BMTF cards are accessible by the CMS control room through SWATCH [75].
Alternative access to the BMTF system requires a connection to the CMS network or
requires the establishment of a tunnel connection to it. All MP7 as well as the single
width AMCs (MCH and AMC13) cards are accessible though their MAC addresses.

D.1 BMTF Hardware Access

Information about the BMTF MAC addresses can be found in the BMTF
collaboration web page [7]. In the same Twiki the user can find up to the latest BMTF
design and the corresponding firmware binfiles. The BMTF Boards are accessed
from the PC srv-s2g16-34-01.cms through the bridge PC ctrl-s2c16-17-01.cms.
The tables below give the MAC addresses and the alias for each one of the AMCs
for both BMTF crates.

| | MAC | ALIAS |
AMC13-kintex 08:00:30:3:01:4a | amc-s1d03-17-13-t1
AMC13-spartan || 08:00:30:£3:01:0a | amc-s1d03-17-13-t2
MCH 00:40:42:0b:1d:a6 | mch-s1d03-17-01

Table D.1: Single width AMCs of the TOP BMTF crate. The AMC13 is connected
to the FED 1376 and has two FPGAs (Kintex-7 and Spartan-6).

| WEDGE [ 01]02]03[04]05]06 |
SLOT (XX) [[01[03]05]07]09 |11
MAC (YY) [[98 | Dbf [b3[c3|Dbd|ad

Table D.2: The double width AMCs of the TOP BMTF crate are the wedge processors:
MP7s 1, 2, 3, 4, 5 and 6. WEDGE defines MP7 wedge processor. Each MP7 has
the MAC 08:00:30:f3:03:YY and the alias amc-s1d03-17-XX, where YY and XX are
defined as MAC and SLOT.
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| [ MAC [ALIAS |
AMC13-kintex || 08:00:30:f3:01:de | amc-s1d03-09-13-t1
AMC13-spartan || 08:00:30:£3:01:9e¢ | amc-s1d03-09-13-t2
MCH 00:40:42:0b:1d:b8 | mch-s1d03-09-01

Table D.3: Single width AMCs of the BOTTOM BMTF crate. The AMCI13 is
connected to the FED 1377 and has two FPGAs (Kintex-7 and Spartan-6).

| WEDGE 07 [08]09 | 10 | 11 [ 12 ]
SLOT (XX) [[02 [04 ] 06 [ 08 [ 10 [ 12
MAC (YY) || b7 | a5 | b2 | a7 |aa | cd

Table D.4: The double width AMCs of the BOTTOM BMTF crate are the wedge
processors: MP7s 1, 2, 3, 4, 5 and 6. WEDGE defines MP7 wedge processor. Each
MP7 has the MAC 08:00:30:£3:03:YY and the alias amc-s1d03-17-XX, where YY and
XX are defined as MAC and SLOT.

D.2 Basic Tests

All systems based on the MP7 platform in CMS L1 Trigger Upgrade are controlled
through uhal [76] libraries written in C++ and controld by C++ or python scripts.
Simple IP connection, links alignment, channel loopbacks and more tests mast
executed from the user in case of a setup intervention like a change of a card or a
serious system failure. Commands of the mp7butler script which is available for
check-out in cactus svn server following the MP7 software news web page |77]. Also
BMTTF scripts capable to configure the BMTF algorithms can be found in the BMTF
cactus trunk [78]. Below is a list of commands that perform basic functions to test
the BMTF system after intervention.

#To check out the IP connection to the bmtf_wl MP7.
mp7butler.py connect bmtf_wl2

#To print the BMTF firmware version of bmtf_wl.
mp7butler.py inspect bmtf_wl infra

#To reset the MP7 processor of the 12th wedge.
mp7butler.py reset bmtf_wil2

#To check the links alignment of processor $1 on the channels $2.
mp7butler.py rxalign bmtf_w$l -e $2

#To set the $1 MP7 buffers to capture mode.
mp7butler.py buffers bmtf_w$l captureRxTx

#To capture the $2 channels of MP7 $1 card.
mp7butler.py capture bmtf_w$l -e $2

#To configure the BMTF algorithm of the $1 card.
Regs_read_7-11.py $1
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#To Monitor the trigger rates of the BMTF card $1.
Moni_read_7-11.py $1

To connect the MP7 cards, the user has to use the XML address
table stored in the BMTF cactus address table. This XML is referred as
bmtf xze 220/mpT7 payload.xml in the framework address table shown below:

<?xml version="1.0" encoding="UTF-8"?7>
<connection id="bmtf_wl" uri="chtcp-2.0://ctrl-s2c16-17-01:102037
target=amc-s1d03-17-01:50001"address_table="file://
${MP7_ETC}/mp7/addrtab/bmtf_xe_220/mp7xe_infra.xml"/>
<connection id="bmtf_w2" uri="chtcp-2.0://ctrl-s2c16-17-01:102037
target=amc-s1d03-17-03:50001" address_table="file://
${MP7_ETC}/mp7/addrtab/bmtf_xe_220/mp7xe_infra.xml"/>
<connection id="bmtf_w3" uri="chtcp-2.0://ctrl-s2c16-17-01:102037
target=amc-s1d03-17-05:50001" address_table="file://
${MP7_ETC}/mp7/addrtab/bmtf_xe_220/mp7xe_infra.xml"/>
<connection id="bmtf_w4" uri="chtcp-2.0://ctrl-s2c16-17-01:102037
target=amc-s1d03-17-07:50001" address_table="file://
${MP7_ETC}/mp7/addrtab/bmtf_xe_220/mp7xe_infra.xml"/>
<connection id="bmtf_wb5" uri="chtcp-2.0://ctrl-s2c16-17-01:102037
target=amc-s1d03-17-09:50001" address_table="file://
${MP7_ETC}/mp7/addrtab/bmtf_xe_220/mp7xe_infra.xml"/>
<connection id="bmtf_w6" uri="chtcp-2.0://ctrl-s2c16-17-01:102037
target=amc-s1d03-17-11:50001" address_table="file://
${MP7_ETC}/mp7/addrtab/bmtf_xe_220/mp7xe_infra.xml"/>
<connection id="bmtf_w7" uri="chtcp-2.0://ctrl-s2c16-17-01:102037
target=amc-s1d03-09-02:50001" address_table="file://
${MP7_ETC}/mp7/addrtab/bmtf_xe_220/mp7xe_infra.xml"/>
<connection id="bmtf_w8" uri="chtcp-2.0://ctrl-s2c16-17-01:102037
target=amc-s1d03-09-04:50001" address_table="file://
${MP7_ETC}/mp7/addrtab/bmtf_xe_220/mp7xe_infra.xml"/>
<connection id="bmtf_w9" uri="chtcp-2.0://ctrl-s2c16-17-01:102037
target=amc-s1d03-09-06:50001" address_table="file://
${MP7_ETC}/mp7/addrtab/bmtf_xe_220/mp7xe_infra.xml"/>
<connection id="bmtf_wl0" uri="chtcp-2.0://ctrl-s2c16-17-01:102037
target=amc-s1d03-09-08:50001" address_table="file://
${MP7_ETC}/mp7/addrtab/bmtf_xe_220/mp7xe_infra.xml"/>
<connection id="bmtf_will" uri="chtcp-2.0://ctrl-s2c16-17-01:102037
target=amc-s1d03-09-10:50001" address_table="file://
${MP7_ETC}/mp7/addrtab/bmtf_xe_220/mp7xe_infra.xml"/>
<connection id="bmtf_wl2" uri="chtcp-2.0://ctrl-s2c16-17-01:102037
target=amc-s1d03-09-12:50001" address_table="file://
${MP7_ETC}/mp7/addrtab/bmtf_xe_220/mp7xe_infra.xml"/>
</connections>
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Appendix E

VHDL code used in BMTF

BMTF firmware has been designed in VHDL Hardware Description Language.
BMTF contains more than 50,000 VHDL and Tcl code lines distributed in more
than 100 files. On this Appendix few parts of those files are shown.

E.

1 MP7 top file

The MP7 top file contains all basic instances of the system:

e mp7xe infra: Provides the basic infrastructure of the system. The instance
implements a parallel interface to the microcontroller, an I?C interface for the
Xpoint switches and the jitter cleaner chips, SPI interfaces for the minipod
optics, IPbus core logic and the clock generators.

e mp7 ctrl: Controls the main BMTF functions (configure, reset ...)

e mp7 ttc: Time and Trigger Control (TTC) logic, includes a ttc receiver and
decoder, provides running signals such as the first bunch crossing of the beam
orbit (BCO) and Level-1 Accept (L1A) and controls start - stop running modes.

e mp7 datapath: Implements 10-Gb/s serial link as well as the multi-functional
channel buffers.

e mp7 readout: Which implements the logic that concentrates the event data
which are send to the AMC13 board of the crate when L1A arrives in the
BMTF as well as function utilities in order to suppress empty events.

library ieee;

use

use
use
use
use
use
use

ieee.STD_LOGIC_1164.ALL;

work.ipbus.all;
work.ipbus_trans_decl.all;
work.mp7_data_types.all;
work.mp7_readout_decl.all;
work.mp7_ttc_decl.all;
work.mp7_brd_decl.all;
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library UNISIM;
use UNISIM.VComponents.all;

entity top is
port(

)

eth_clkp, eth_clkn: in std_logic;

eth_txp, eth_txn: out std_logic;

eth_rxp, eth_rxn: in std_logic;

leds: out std_logic_vector(1l downto 0);
ebi_nwe: in std_logic;

ebi_nrd: in std_logic;

ebi_d: inout std_logic_vector(15 downto 0);
ebi_a: inout std_logic_vector(16 downto 1);
clk40_in_p: in std_logic;

clk40_in_n: in std_logic;

ttc_in_p: in std_logic;

ttc_in_n: in std_logic;

clk_cntrl: out std_logic_vector (17 downto 0);
clk_to_xpoint_out_p: out std_logic;
clk_to_xpoint_out_n: out std_logic;
s15326_top_rst: out std_logic;
515326_top_int: in std_logic;
516326_top_lol: in std_logic;
515326_top_scl: out std_logic;
515326_top_sda: inout std_logic;
si5326_bot_rst: out std_logic;
516326_bot_int: in std_logic;
s15326_bot_lol: in std_logic;
815326_bot_scl: out std_logic;
s15326_bot_sda: inout std_logic;
81570_scl_out: out std_logic;
si570_sda_out: out std_logic;
s8i570_sda_in: in std_logic;
minipod_top_rst_b: out std_logic;
minipod_top_scl: out std_logic;
minipod_top_sda_o: out std_logic;
minipod_top_sda_i: in std_logic;
minipod_bot_rst_b: out std_logic;
minipod_bot_scl: out std_logic;
minipod_bot_sda_o: out std_logic;
minipod_bot_sda_i: in std_logic;

mezz_p: out std_logic_vector(29 downto 0);
mezz_n: out std_logic_vector(29 downto 0);

refclkp: in std_logic_vector (N_REFCLK - 1 downto

0);

refclkn: in std_logic_vector (N_REFCLK - 1 downto 0)

end top;

architecture rtl of top is
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signal clk_ipb, rst_ipb, clk40ish, clk40, rst40, eth_refclk: std_logic;
signal clk40_rst, clk40_sel, clk40_lock, clk40_stop, nuke: std_logic;
signal soft_rst: std_logic;

signal clk_p, rst_p: std_logic;

signal clks_aux, rsts_aux: std_logic_vector(2 downto 0);

signal sib326_top_sda_o, s1i5326_bot_sda_o, si570_sda_o: std_logic;

signal ipb_in_ctrl, ipb_in_ttc, ipb_in_datapath: ipb_wbus;

signal ipb_in_readout: ipb_wbus;

signal ipb_in_payload, ipb_in_formatter, ipb_in_qdr: ipb_wbus;
signal ipb_out_ctrl, ipb_out_ttc, ipb_out_datapath: ipb_wbus;
signal ipb_out_readout: ipb_wbus;

signal ipb_out_payload, ipb_out_formatter, ipb_out_qdr: ipb_rbus;

signal payload_d, payload_q: ldata(N_REGION * 4 - 1 downto 0);

signal gsel: std_logic_vector(7 downto 0);

signal board_id: std_logic_vector(31 downto 0);

signal ttc_lla, ttc_lla_dist, dist_lock, oc_flag, ec_flag: std_logic;
signal payload_bcO, ttc_lla_throttle, ttc_lla_flag: std_logic;

signal ttc_cmd, ttc_cmd_dist: ttc_cmd_t;

signal bunch_ctr: bctr_t;

signal evt_ctr, orb_ctr: eoctr_t;

signal tmt_sync: tmt_sync_t;

signal clkmon: std_logic_vector(2 downto 0);

signal cap_bus: daq_cap_bus;

signal daq_bus_top, daq_bus_bot: daq_bus;

signal ctrs: ttc_stuff_array(N_REGION - 1 downto 0);

signal rst_loc, clken_loc: std_logic_vector (N_REGION - 1 downto 0);
signal mezz, mezz_en: std_logic_vector(29 downto 0);

begin
-- Clocks and control IO

infra: entity work.mp7xe_infra
port map(

gt_clkp => eth_clkp,
gt_clkn => eth_clkn,
gt_txp => eth_txp,
gt_txn => eth_txn,
gt_rxp => eth_rxp,
gt_rxn => eth_rxn,
leds => leds,
uc_pipe_nrd => ebi_nrd,
uc_pipe_nwe => ebi_nwe,
uc_pipe => ebi_d,
uc_spi_miso => ebi_a(7),
uc_spi_mosi => ebi_a(6),
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)

uc_spi_sck => ebi_a(b),

uc_spi_cs_b => ebi_a(4),

clk_ipb => clk_ipb,

rst_ipb => rst_ipb,

clk40ish => clk40ish,

refclk_out => eth_refclk,

nuke => nuke,

soft_rst => soft_rst,

oc_flag => oc_flag,

ec_flag => ec_flag,

clk_cntrl => clk_cntrl,

515326_top_rst => sib326_top_rst,
s15326_top_int => sib326_top_int,
s15326_top_lol => sib326_top_lol,
5ib326_top_scl => sib326_top_scl,
s15326_top_sda_i => sib326_top_sda,
5ib326_top_sda_o => sib326_top_sda_o,
s15326_bot_rst => sib326_bot_rst,
si5326_bot_int => sib326_bot_int,
515326_bot_lol => sib326_bot_lol,
si5326_bot_scl => sib326_bot_scl,
sib326_bot_sda_i => sib326_bot_sda,
sib326_bot_sda_o => sib326_bot_sda_o,
8ib70_scl => sib70_scl_out,

8ib70_sda_i => sib70_sda_in,
8i570_sda_o => 8i570_sda_out,
minipod_top_rst_b => minipod_top_rst_b,
minipod_top_scl => minipod_top_scl,
minipod_top_sda_o => minipod_top_sda_o,
minipod_top_sda_i => minipod_top_sda_i,
minipod_bot_rst_b => minipod_bot_rst_b,
minipod_bot_scl => minipod_bot_scl,
minipod_bot_sda_o => minipod_bot_sda_o,
minipod_bot_sda_i => minipod_bot_sda_i,
ipb_in_ctrl => ipb_out_ctrl,
ipb_out_ctrl => ipb_in_ctrl,

ipb_in_ttc => ipb_out_ttc,

ipb_out_ttc => ipb_in_ttc,
ipb_in_datapath => ipb_out_datapath,
ipb_out_datapath => ipb_in_datapath,
ipb_in_readout => ipb_out_readout,
ipb_out_readout => ipb_in_readout,
ipb_in_payload => ipb_out_payload,
ipb_out_payload => ipb_in_payload

s15326_top_sda <= ’0’ when sib326_top_sda_o =
si5326_bot_sda <= ’0’ when sib5326_bot_sda_o =

ipb_out_qdr <= IPB_RBUS_NULL;

0’ else ’7Z7;
’0’ else ’Z7;
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-- Control registers and board IO

ctrl: entity work.mp7_ctrl
port map(
clk => clk_ipb,
rst => rst_ipb,
ipb_in => ipb_in_ctrl,
ipb_out => ipb_out_ctrl,
nuke => nuke,
soft_rst => soft_rst,
board_id => board_id,
clk40_rst => clk40_rst,
clk40_sel => clk40_sel,
clk40_lock => clk40_lock,
clk40_stop => clk40_stop
)3

-- TTC signal handling

ttc: entity work.mp7_ttc
port map(

clk => clk_ipb,
rst => rst_ipb,
mmcm_rst => clk40_rst,
sel => clk40_sel,
lock => c1k40_lock,
stop => clk40_stop,
ipb_in => ipb_in_ttc,
ipb_out => ipb_out_ttc,
clk40_in_p => clk40_in_p,
clk40_in_n => clk40_in_n,
clk40ish_in => clk40ish,
clk40 => clk40,
rst40 => rst40,
clk_p => clk_p,
rst_p => rst_p,
clks_aux => clks_aux,
rsts_aux => rsts_aux,
ttc_in_p => ttc_in_p,
ttc_in_n => ttc_in_n,
ttc_cmd => ttc_cmd,
ttc_cmd_dist => ttc_cmd_dist,
ttc_lla => ttc_lla,
ttc_lla_flag => ttc_lla_flag,
ttc_lla_dist => ttc_lla_dist,
lla_throttle => ttc_l1la_throttle,
dist_lock => dist_lock,
bunch_ctr => bunch_ctr,
evt_ctr => evt_ctr,
orb_ctr => orb_ctr,
oc_flag => oc_flag,
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)

-- MGTs,

ec_flag => ec_flag,
tmt_sync => tmt_sync,
monclk => clkmon

buffers and TTC fanout

datapath: entity work.mp7_datapath
port map(

)

clk => clk_ipb,

rst => rst_ipb,

ipb_in => ipb_in_datapath,
ipb_out => ipb_out_datapath,
board_id => board_id,

clk40 => clk40,

clk_p => clk_p,

rst_p => rst_p,

ttc_cmd => ttc_cmd_dist,
ttc_lla => ttc_lla_dist,
lock => dist_lock,

ctrs_out => ctrs,

rst_out => rst_loc,
clken_out => clken_loc,
tmt_sync => tmt_sync,
cap_bus => cap_bus,
dag_bus_in => daq_bus_top,
daq_bus_out => daq_bus_bot,
payload_bcO => payload_bcO,
refclkp => refclkp,

refclkn => refclkn,

clkmon => clkmon,

q => payload_d,

d => payload_q

-- Readout

readout: entity work.mp7_readout
port map(

clk => clk_ipb,

rst => rst_ipb,

ipb_in => ipb_in_readout,
ipb_out => ipb_out_readout,
board_id => board_id,
ttc_clk => c1k40,

ttc_rst => rst4o0,

ttc_cmd => ttc_cmd,

1l1la => ttc_1l1a,

lia_flag => ttc_lla_flag,
lla_throttle => ttc_lla_throttle,
bunch_ctr => bunch_ctr,
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evt_ctr => evt_ctr,

orb_ctr => orb_ctr,

clk_p => clk_p,

rst_p => rst_p,

cap_bus => cap_bus,

daq_bus_out => daq_bus_top,

dag_bus_in => dag_bus_bot,

amcl13_refclk => eth_refclk
)s

-- Payload

payload: entity work.mp7_payload
port map(

clk => clk_ipb,
rst => rst_ipb,
ipb_in => ipb_in_payload,
ipb_out => ipb_out_payload,
clk_payload => clks_aux,
rst_payload => rsts_aux,
clk_p => clk_p,
rst_loc => rst_loc,
clken_loc => clken_loc,
ctrs => ctrs,
bcO => payload_bcO,
d => payload_d,
q => payload_gq,
gpio => mezz,
gpio_en => mezz_en

)3
-- Debugging connector

mezz_inst: entity work.mezz_out_lvds
generic map(
NMEZZ => mezz_p’length
)
port map(
mezz => mezz,
mezz_en => mezz_en,
mezz_n => mezz_n,
mezz_p => mezz_p

)3
-- Clock output

clko: OBUFDS
port map(
I =70,
0 => clk_to_xpoint_out_p,
0B => clk_to_xpoint_out_n
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end rtl;

E.2 Algorithm top file

This file instantiates the BMTF algorithm. TF-algo-if instance interconnects all
BMTTF optical links the algorithm via d(0-35) and q(61).

library ieee;

use ieee.
use ieee.

use work.
use work.
use work.
use work.
use work.

std_logic_1164.all;
numeric_std.all;

ipbus.all;
mp7_data_types.all;
top_decl.all;
mp7_brd_decl.all;
mp7_ttc_decl.all;

entity mp7_payload is
port (

)

clk

rst
ipb_in
ipb_out

clk_payload :
rst_payload :
: in std_logic;

: in std_logic_vector(n_region-1 downto 0);

clk_p
rst_loc
clken_loc
ctrs

bcO

d

q
gpio
gpio_en

end mp7_payload;

: in std_logic;
: in std_logic;
: in ipb_wbus;

: out ipb_rbus;

in std_logic_vector(2 downto 0);
in std_logic_vector(2 downto 0);

in std_logic_vector(n_region-1 downto 0);

: in ttc_stuff_array;

: out std_logic;

: in ldata(4*n_region-1 downto 0);

: out ldata(4*n_region-1 downto 0);
: out std_logic_vector(29 downto 0);
: out std_logic_vector(29 downto 0)

architecture rtl of mp7_payload is

signal tech_trigger :

begin

payload :

port map(

d_n2w_osl

std_logic;

entity work.TF_algo_if

=>d (4) )
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d_n2w_osh =>d (5),
d_n2w_1sl  =>d (0),
d_n2w_1sh = d (1),
d_n2w_rsl =>4 (2),
d_n2w_rsh =>d (3),
d_nlw_osl =>d (12),
d_nlw_osh =>4 (13),
d_niw_1lsl =>d (8),
d_nilw_lsh =>4 (9),
d_nlw_rsl =>4 (10),
d_nlw_rsh = d (11),
d_Ow_osl =>d (20),
d_Ow_osh =>d (21),
d_Ow_1sl =>d (16),
d_Ow_1sh =>d (17),
d_Ow_rsl =>d (18),
d_Ow_rsh =>4 (19),
d_plw_osl =>d (22),
d_plw_osh =>d (23),
d_plw_1sl =>d (24),
d_plw_1sh =>4 (25),
d_plw_rsl =>d (26),
d_plw_rsh =>d (27),
d_p2w_osl => d (28),
d_p2w_osh  =>d (29),
d_p2w_1lsl  =>d (32),
d_p2w_lsh  =>d (33),
d_p2w_rsl  =>d (34),
d_p2w_rsh =>4 (35),
c1k240 => clk_p,
rst240 => 70,
ql_n2 => q (0),
ql_ni => q (1),
ql_n0 => q (2),
q1_pO => q (3),
qi_pl =>q (4),
ql_p2 => q (5),
q2_n2 => q (6),
g2_ni => q (7),
q2_n0 => q (8),
92_p0 =>q (9,
q2_p1 => q (10),
q2_p2 => q (11),
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tr_n2 => q (12),
tr_ni => q (13),
tr_n0 => q (14),
tr_p0 => q (15),
tr_pl => q (16),
tr_p2 => q (17),
et_n2 => q (18),
et_nl => q (19),
et_n0 => q (20),
et_p0 => q (21),
et_pl = q (22),
et_p2 => q (23),

muon_output => q (61),
tech_trigger => tech_trigger,

ipb_in => ipb_in,

ipb_out => ipb_out,
rst_ipb => rst,

ipb_clk => clk,

bcO => bcO0,

c1k40 => clk_payload(0),
rst40 => rst_payload(0),

clk_payload => clk_payload(1),

rst_payload => rst_payload(1l),

clk_payload2 => clk_payload(2),

rst_payload2 => rst_payload(2)
)3

null_1_gen: for i in 60 downto 24 generate
begin

q(i) .data <= (others=>’0’);

q(i) .valid <= ’17;

q(i).start <= ’07;

q(i) .strobe <= ’17;
end generate;

null_h_gen: for i in 71 downto 62 generate
begin

q(i) .data <= (others=>’0’);

q(i).valid <= ’17;

q(i) .start <= ’07;

q(i) .strobe <= ’17;
end generate;

gpio <= "00000000000000000000000000000" & tech_trigger;
gpio_en <= "000000000000000000000000000001";

END rtl;
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E.3 VHDL function designed to classify muons
order used in the wedge sorter block of the
BMTF

Wedge sorter block of BMTF chooses the best 3-muon candidates from the 12
that the track finders produce in the BMTF processor. The VHDL sorter block
has been replaced because the initial was causing timing error after the design
accelerated the processing time using 160-MHz algorithm clock. The new wedge
sorter is based on a VHDL entity that implement the function shown below:

library ieee;
use ieee.std_logic_1164.all;
use ieee.numeric_std.ALL;

package sorter_data_types is

I

constant DATAI_WIDTH : integer := 13;
constant DATAO_WIDTH : integer := 12;
constant SORT_WIDTH : integer := 3;

type sorter_data_in is array (natural range <>) of
std_logic_vector (DATAI_WIDTH-1 downto 0);

type sorter_data_out is array (natural range <>) of
std_logic_vector (DATAO_WIDTH-1 downto 0);

function SORT (VEC : sorter_data_in) return sorter_data_in;
end sorter_data_types;
package body sorter_data_types is

function SORT (VEC : sorter_data_in) return sorter_data_in is
type cnt_t is array (0O to VEC’HIGH) of integer range O to VEC’HIGH;
variable cnt : cnt_t :=(others=>0);
variable vec_v, vec_out : sorter_data_in(0 to VEC’HIGH);
begin
vec_v := VEC;
for i in O to vec_v’HIGH-1 loop
for j in i+l to vec_v’HIGH loop
if unsigned(vec_v(i)) <= unsigned(vec_v(j)) then

cnt(i) := cnt(i) + 1;
else
cnt(j) := cnt(j) + 1;
end if;
end loop;
end loop;
for t in 0 to vec_v’HIGH loop
vec_out(t) := std_logic_vector(to_unsigned(cnt(t),DATAI_WIDTH));
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end loop;
return vec_out;
end function;

end sorter_data_types;

The function sort is called in the sorter,roc process of the sorter entity. The
output of the sorter block ranks the 12-muon candidates and acts as input of a
multiplexer which defines the 3 best-muon candidates to the output of the BMTF

processor.

library ieee;
use ieee.std_logic_1164.all;
use ieee.numeric_std.all;

use work.sorter_data_types.all;

entity sorter is

generic(num_in :
num_out

)

port(clk :

din

dout :

)

end sorter;

integer :=12;
: integer :=3

in std_logic;
: in sorter_data_in(0 to num_in-1);
out sorter_data_out(0 to num_out-1)

architecture behavioral of sorter is

signal din_s :
signal sort_s :

begin

din_s <= din;

sorter_proc: process(clk,din_s)

begin

if rising_edge(clk) then
sort_s <= sort(din_s);

end if;
end process;

out_proc: process(sort_s)

sorter_data_in(0 to num_in-1);
sorter_data_in(0 to num_in-1);

begin
if sort_s(0) "0000000000000" then dout(0) <= "000000000001";
elsif sort_s(1) "0000000000000" then dout(0) <= "000000000010";
elsif sort_s(2) "0000000000000" then dout(0) <= "000000000100";
elsif sort_s(3) "0000000000000" then dout(0) <= "000000001000";
elsif sort_s(4) "0000000000000" then dout(0) <= "000000010000";
elsif sort_s(5) "0000000000000" then dout(0) <= "000000100000";
elsif sort_s(6) "0000000000000" then dout(0) <= "000001000000";
elsif sort_s(7) "0000000000000" then dout(0) <= "000010000000";
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elsif sort_s(8) = "0000000000000" then dout(0) <= "000100000000";
elsif sort_s(9) = "0000000000000" then dout(0) <= "001000000000";
elsif sort_s(10)= "0000000000000" then dout(0) <= "010000000000";
elsif sort_s(11)= "0000000000000" then dout(0) <= "100000000000";
else dout (0) <= "000000000000";
end if;

if sort_s(0) = "0000000000001" then dout(1) <= "000000000001";
elsif sort_s(1) = "0000000000001" then dout(1l) <= "000000000010";
elsif sort_s(2) = "0000000000001" then dout(1) <= "000000000100";
elsif sort_s(3) = "0000000000001" then dout(1l) <= "000000001000";
elsif sort_s(4) = "0000000000001" then dout(1l) <= "000000010000";
elsif sort_s(5) = "0000000000001" then dout(1l) <= "000000100000";
elsif sort_s(6) = "0000000000001" then dout(1l) <= "000001000000";
elsif sort_s(7) = "0000000000001" then dout(1l) <= "000010000000";
elsif sort_s(8) = "0000000000001" then dout(1l) <= "000100000000";
elsif sort_s(9) = "0000000000001" then dout(1l) <= "001000000000";
elsif sort_s(10)= "0000000000001" then dout(1l) <= "010000000000";
elsif sort_s(11)= "0000000000001" then dout(1) <= "100000000000";
else dout (1) <= "000000000000";
end if;

if sort_s(0) = "0000000000010" then dout(2) <= "000000000001";
elsif sort_s(1) = "0000000000010" then dout(2) <= "000000000010";
elsif sort_s(2) = "0000000000010" then dout(2) <= "000000000100";
elsif sort_s(3) = "0000000000010" then dout(2) <= "000000001000";
elsif sort_s(4) = "0000000000010" then dout(2) <= "000000010000";
elsif sort_s(5) = "0000000000010" then dout(2) <= "000000100000";
elsif sort_s(6) = "0000000000010" then dout(2) <= "000001000000";
elsif sort_s(7) = "0000000000010" then dout(2) <= "000010000000";
elsif sort_s(8) = "0000000000010" then dout(2) <= "000100000000";
elsif sort_s(9) = "0000000000010" then dout(2) <= "001000000000";
elsif sort_s(10)= "0000000000010" then dout(2) <= "010000000000";
elsif sort_s(11)= "0000000000010" then dout(2) <= "100000000000";
else dout (2) <= "000000000000";
end if;

end process;
end behavioral;
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Validation of 10-Gb /s asynchonous
links implemented for KC705 and
VC707 development boards

As described in Section 4.4.1.1, the asynchronous protocol is based on the widely
used 10-Gb/s link running with 8b10b encoding [59]. The asynchronous protocol
injects one additional k (idle) character every 25 data frames in the transmitter side.
This character is rejected in the receiver side, and therefore it reduces the 10-Gb/s
link throughput to 9.6 Gb/s (Figure F.1).

The architecture
i recognize the idle © =
byt Increase the speed chisractarand

== Thisis aidle char
a.--{.:: Padding word throw it away (& ¥

Figure F.1: 9.6-Gb/s asynchronous link

This additional idle character assures a stable link running free of alignment
losses due to clock phase uncertainties of the LHC clock. The FPGA transceivers are
very sensitive to the jitter and the phase change of the “reference” clock that drives
them. Synchronous links use a common reference clock source from the LHC collider.
They are affected by any phase change that often occurs in the LHC clock. On
the contrary the asynchronous links use differed oscillator clock sources as reference
clocks, locally on each trigger board while they also receive the LHC clock as a
second clock. The data frames pass through the two clock domains (transition and
algorithm) using the 0x000504bc idle character. This technique keeps the link stable
as well as ensures a secure crossing over the data domains. A basic diagram of the
asynchronous protocol is shown in Figure F.2. The blocks are divided into two parts
by the black dashed line. On the left side, the logic of the transmitter is shown and
on the right side appears the logic of the receiver. The algorithm of the transmitter
(TX ALGO) forward its results to the TX Elastic FIFO (First In - First Out) block
using a bus of 192-bits. This bus runs in 40 MHz and a serializer converts it to 32-bit
frames running at 240 MHz. Then the elastic FIFO logic writes the 32-bit frames to
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a 250-MHz domain using a valid flag that indicates the frame number to be forward
for the 24 frames of the 240-MHz domain to the 25 frames 250-MHz domain.

I.’LSZb I32b I 32b

TX Elastc FiFo k RX Elastc FiFo

Figure F.2: Block diagram of the asynchronous protocol 10 Gb/s

The logic injects the additional k frame (idle character) of the 250-MHz domain.
The data are forward to the TX block that instantiates a transceiver and use a
10-Gb/s serial protocol with 8b10b encoding. On the receiver side the data stream is
captured and aligned. The data are formed to a 32-bit data frames running at 250
MHz. Except from the k characters of the 8b10b decoding the additional k frames
of the asynchronous protocol are recognized and detected. The valid frames are
captured in the 240-MHz block domain. A deserializer converts the 32-bit bus to a
192-bit bus running at 40 MHz which is used in the receiver algorithm.

F.1 Simulation results

This word is padding

= Sutudiney a
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Figure F.3: TX Elastic FIFO of the asynchronous protocol 10 Gb/s, output of ISim
Xilinx software [79].

Figure F.3 illustrates the results of the behavioral simulation of the TX Elastic
FIFO. As is shown the 192-bits of the 40-MHz domain have been successfully
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converted to 6 x 32-bit frames in the 250-MHz domain. The idle words are injected
to the 250-MHz domain bus in order to increase the throughput to 10 Gb/s. The
latency of the TX Elastic FIFO is less than 2 bunch crossings.

<3 bx time m
Char _is_k signal from the receiver |
- I AL
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v
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Figure F.4: RX Elastic FIFO of the asynchronous protocol 10 Gb/s, output of ISim
Xilinx software [79].

Figure F.4 illustrates the stimulus of the RX Elastic FIFO. As shown the data
of the 250 MHz have been converted correctly to the 40-MHz domain with a latency
less than 3 bunch crossings. The k character is masked in red cycle.

F.2 Setup

The asynchronous 10-Gb/s
protocol has been tested in HEPLAB
laboratory in the University of
loannina using KC705 (Kintex7)
and VCT707 (Virtex7) evaluation
boards. VHDL blocks of RX and
TX Elastic FIFOs (simulated above)
are implemented to both Kintex7
(XCTK325T-2FFG900) and Virtex7
(XC7TVX485-2FFG1761) FPGAs. The
firmware preforms the same 10-Gb/s
serial protocol with 8b10b encoding
in the two systems. As shown in
the Figure F.5, KC705 and VC707
boards are interconnected with a
common optical fiber and receive a
clock that represents the LHC clock.
Both systems rise a flag that indicates
the presence of the idle character. The ¥
frag drives an electrical signal that is ~ Figure F.5: Testing the asynchronous
illustrated to the oscilloscope. The  protocol using KC705 and VC707 cards
oscilloscope is used in order to measure the latency of the data transaction.

Both cards are equipped with a jitter cleaner module (SI5324, Silicon labs) to
drive the transceivers. This module is configurable through an I?C channel switch
(PCA9548, Texas Instruments). The jitter attenuator has over than 100 registers
that define the needed parameters in order to minimize the clock jitter. The required
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register values are calculated by a dedicated software (DSPLLsim) from Silicon Labs
[80]. Then a bash script writes the addresses, the values and the number of the
registers to be written to a VHDL package. The design uses a two transactions of
the I2C interface to enable the Si5324 path of the PCA9548 switch and to perform
multiple writes to the Si5324 registers.

F.3 Validation

Figure F.6 shows the chipscope tool used to validate the asynchronous 10-Gb/s
protocol. The testbench includes two virtual I/O (VIO) windows (upper left) with
which the user resets the system, configures the jitter attenuator, configures the
transceivers, starts the word generators and the word checker and setup the delay used
by the frame checker in order to compare the received frames with those generated
by the frame generator.

¥ 2 VIO Console - DEV:0 MyD... o™ B [X1 || 2§ VIO Console -DEV:.. o™ [ DX [ 58 ! NOGET 3eTUP - UEVIU MYUEVICEU (AL /RSZ31) UNILL.. 0 14 1A Y 4 1NGUEr Selup - UEV:U MyUeviCeu |

i = e Y I = | mateh Unit[Functi_| Value [R.]_counter | ||| =] Match unit[Funcii.| Valug
us/Signal alue igna alue ] |y g Frv oea Sl - ot =

1k lock @ 5 i l l || |3 = "—l |

b » Trigger Conditions [r Capture Seftings | » Trigger Conditions » Caplure Se
lhcclk mmem lock ] €) Sample Buffer is fullplure, before editing Trigger Setup M @ sample Bufferis full
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=
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Figure F.6: Validation of the 10-Gb/s asynchronous protocol, output of Chipscope
Xilinx software [81].

The VC707 is sending serial data to the KC705. Both have implemented the TX
and RX Elastic FIFOs as presented in Figure F.2. The three clock domains of the
RX Elastic FIFOs are presented in the Figure F.6. As shown in the ¢gt0 rxdata_r3
bus of 250-MHz clock domain the deserialized k character “000504BC” interrupts the
valid data “22222222” — “11111111” sequence. In the 240-MHz clock domain the k
character is skipped and the sequence is not interrupted (bus register rz_ 240domain

~—
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In the 40-MHz clock domain the 32-bit frames have been successfully transformed to
192-bit words.

The demonstrator uses one 192-bit word generator and a 192-bit word checker
on each FPGA. In the receiver part the error counter bus counts the mismatches
between received 192-bit bus of the 40-MHz domain and the delayed words of the
word generator logic. The delay is determined by the user with the delay select
which in this case is “0101” and indicates 5 bunch crossings delay for the total chain:
KC705 192-bit word generator — KC705 32 bits @ 240 MHz — KC705 32 bits @
250 MHz — fiber length — VC707 32 bit @ 250 MHz — VC707 32 bits @ 240 MHz
— VC707 192-bit word checker.

As shown in Figure F.6 the test was running continuously for 2 days error free,
validating the 10-Gb/s asynchronous protocol used in the Barrel Muon Track Finder.
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